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Abstract: Emotions are psychological states that are frequently represented through actions, words or text. Emotion analysis is a method 

for deciphering a text to identify the feelings conveyed within it. Identification of emotion(s) contained in music lyrics is a complex 

process. The emotion model plays a key role in the design of emotion identification algorithms. Several text features are defined and used 

with machine learning algorithms for labelling lyrics based on emotion. Most of these features are defined following natural language 

processing concepts. Emotion lexicons play an important role in mapping words that appear in lyrics with discrete and continuous 

emotions. In this work, we analyze the impact of features derived from lexicons in identifying the underlying emotion of lyrics. 

Experiments are carried out with emotion-annotated datasets and different lexicons. Classification models are built with the lexicon 

features. The results obtained highlight the impact of Lexicon based features on classification accuracy. For the design of robust and 

efficient emotion classifier, the lexicon features need to be combined with other text based features. 
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1. Introduction 

The rapid transition from analogue to digital in the music 

industry has resulted in a significant growth in the volume 

of music consumption. The enormous collection of music 

in online repositories has transformed the way people 

access music. For example, the selection of songs can be 

based on emotion. The progress in digital technology 

helps in recognizing emotions associated with music 

albums or lyrics thereby help listeners to choose songs that 

align with their feelings. With the amount of music being 

created and consumed increasing daily, processing this 

vast amount of music effectively is becoming a challenge. 

This requires the assistance of Music Information 

Retrieval (MIR)[1], an interdisciplinary science of 

extracting information from music. MIR facilitates 

classification, recommendation systems, and music 

generation. 

Emotion recognition [2] is a challenging task due to the 

vast differences in music emotion and emotion models. 

Emotions are psychological states that are frequently 

represented through actions, words or text. Emotion 

analysis is a method for deciphering a text in order to 

identify the feelings conveyed within it. There is no 

straightforward way to find the most effective approach 

for the problem, because different approaches may work 

better for specific purposes. Music lyrics are a rich source 

of emotional and affective information. The feeling so  the 

writer or performer are expressed in song lyrics. They 

induce extensive emotions from the listener. Emotion 

analysis from lyrics heavily depends on Natural Language 

Processing concepts. In this paper we study the 

effectiveness of lexicon-based features for emotion 

identification from music lyrics. 

The most prominent way of performing emotion analysis 

is by employing knowledge and machine-learning 

methods. In the former, labels are assigned to words in 

texts using an emotion dictionary or lexicon. A lexicon 

associates words or expressions with emotion labels [3]. 

The foundation of this strategy is an emotion vocabulary. 

The latter requires a labeled dataset to build emotion 

identification models [4]. To determine the relationship 

between emotion and music, sentiment analysis and 

emotion identification are used. These techniques employ 

Natural Language Processing and text analysis methods 

to analyze the relationship between certain music 

parameters and emotions. 

General-Purpose Emotion Lexicons like WorldNet-

Affect[5] and SentiWordNet [6] are widely used 

techniques for emotion identification from the text. There 

are two types of affective lexicons –sentiment and emotion 

lexicons. Sentiment lexicons primarily capture words' 

polarity or sentiment orientation, indicating whether they 

convey a positive, negative, or neutral sentiment. Emotion 

lexicons focus on identifying and categorizing different 

emotions expressed in text, such as happiness, sadness, 

anger, fear, surprise, and more. Sentiment dictionaries are 

Word Net-Affect, SentiWordNet, and Vader[7].In contrast, 

Affective Norm for English Word (ANEW)[8], NRC 

Valence Arousal and Dominance (NRC VAD) [9], NRC 
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Emotion Intensity Lexicon[10], and EmoWordNet [11] are 

examples of emotion dictionaries. Researchers have 

recently used Affective Norms for English words, NRC 

VAD as an emotion lexicon for dimensional models, and 

NRC Emotion Intensity and EmoWordNet for categorical 

models. 

It is essential to decide on an emotion model before we 

study music emotion. Every model has a different 

approach to interpreting and quantifying emotion. 

Emotion models are of three types: discrete, dimensional, 

and miscellaneous. The discrete model is associated with 

the theory of primary emotion. It states that all basic 

emotions are derived from innate emotions such as anger, 

fear, disgust, and happiness. Some examples of discrete 

models are Hevner's adjective[12], Watson Tellegen and 

Clarke [13], and Plutchik Model [14]. The dimensional 

model maps emotion states to 2D/3D space. Russell's 

model [15] is two-dimensional, with valence being the 

degree of positivity. Valence ranges from negative to 

positive state. Arousal is the degree of calmness that 

ranges between calm and excited state .Third-dimension 

dominance [16] is described as dominant, controlling, 

influential, etc.; submissiveness is described as 

submissive, influenced, controlled, etc. Thayer model [17] 

and Pleasure Arousal and Dominance three-dimension 

model are other examples of Dimension Models. 

In this paper different types of lexicon features are 

explored to study their effectiveness in identifying 

emotion from music lyrics. The study explores the impact 

of lexicon-based features on the classification accuracy of 

emotion in music lyrics. Feature extraction is centered on 

the mapping of words in lyrics to a chosen lexicon. Five 

lexicons are considered for the study and multiple features 

are defined. The extracted features are employed to build 

emotion classification models to analyze the 

discriminative power of them. A concise review of related 

works is given in the next section.  

The paper examines different approaches to address the 

multi-emotion classification problem. 

2. Literature Review 

Bandhakavia et al.[18]revised earlier work on Domain-

Specific Emotion Lexicon (DSEL) for feature extraction 

to classify text into emotion classes using machine 

learning techniques. Tengetal.[19]propose a context-

sensitive lexicon- based technique built on a weighted-

sum model. They use are current neural network to study 

the sentiment strength, intensification, and negation of 

lexical sentiments to find the sentiment value of phrases. 

In the model operations specifics, word weight is used as a 

hidden variable. Bruyne et al.[20] propose an expanded, 

unified lexicon with 30,273distinct words and used Bi-

LSTM architecture. Eight pre-existing English emotion 

lexicons are combined into one larger joint emotion 

lexicon, using a multi-view variation auto encoder. Results 

show that the latent space's selected dimension could be 

associated with emotion dimensions existent in the source. 

The addition of lexical features improves the performance 

of simple word embedding models. 

 Tao et al.[21]propose a convolution neural network(CNN) 

to integrate lexicons with a rethinking mechanism. It can 

model all the characters tied with the probable words that 

match the sentence in parallel. The proposed model can 

improve the networks by adding a feedback layer that 

sends the high-level features back to the network. Cheng 

[22] study use CNN-LSTM (convolution neural networks-

long short-term memory) network study to classify 

emotions. A multi modal ensemble learning method based 

on stacking is proposed in this work, it combines music 

audio and lyrics. The model achieves accuracy of 78%.  

Sebastian et al .[23]aims to investigate how understanding 

lyrics affects the way people perceive emotions in music. 

The study focuses on a small collection of songs that have 

already been annotated with emotions. Agarwal et 

al.[24]propose a transformer-based system for building an 

XLNet network for emotion classification with music 

lyrics.  A Deep Learning system is created by Delbouys et 

al.[25], combining Convolution Neural Network, Long 

Term Short Memory ,and Fully Connected layers for 

emotion classification using music lyric and audio source. 

Abdillah et al. examines different approaches to address 

the multi-emotion classification problem. 

 In this literature, authors reported several text-based 

features extracted from music lyrics for the identification 

of underlying emotions. Emotion identification is closely 

linked to the emotion model. In this context emotion 

lexicon plays a crucial role to identify the emotion 

embedded in lyrics. This paper analyzes the effectiveness 

of lexicon-based features in emotion identification. 

 3. Methodology 

 

 

 

 

 

 

 

 

      

Fig 1-Emotion Classification Methodology 
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The system takes music lyrics as input. These lyrics 

undergo a cleaning process to remove any unwanted 

elements and are then processed and converted into 

individual tokens. Feature extraction is performed on the 

lyrics, extracting various relevant features from the textual 

content, including leveraging emotion lexicons. To reduce 

the dimensionality of the feature space and remove 

irrelevant features, dimension reduction techniques are 

applied. Classification models are then constructed using 

the extracted features, both with and without dimension 

reduction, to accurately identify and classify the emotions 

embedded within the lyrics.  

3.1 Datasets 

The lyrics (English) are taken from the Moody Lyrics [27] 

and Ricardo Malheiro [4] datasets. The Ricardo Malheiro 

,et al (2017) dataset contains 771 emotion-labeled lyrics 

extracted from the AllMusic platform and validated by 

experts. The dataset contains words annotated with Russell 

quadrants Q1,Q2, Q3 and Q4. We used 1938 songs from 

the Mood Lyrics. The Mood Lyrics sentiment annotated 

dataset songs is annotated with four Russell Quadrants of 

Russell's 2D model with output classes as sad, relaxed, 

anger and happy.  

 

Fig 1-Emotion Classification Methodology 

The Russell Model has dimensions of valence and arousal, 

the x-axis represented by valence (V) and the y-axis 

represented by arousal (A). The Q1 quadrant has high 

valence and high arousal [+V,+A], Q2 quadrant - [-V,+A], 

Q3 quadrant -[-V,-A] and Q4 quadrant - [+V,-A]. 

We combined the two datasets resulting in 2680 music 

lyrics annotated with Russell Quadrants. Duplicate lyrics 

are removed and output classes are made uniform by 

changing the labels of Mood lyrics into Ricardo Malheiro 

dataset labels. The output class angry is renamed to Q2, 

happy becomes Q1, sad becomes Q3 and relaxed becomes 

Q4. . The output class is Q1, Q2, Q3 and Q4. Dataset 

labeled D1 is the Ricardo Malheiro dataset, D2 is the 

Mood Lyrics dataset and D3 is the combined dataset 

containing 2680 lyrics. 

 

 

3.2 Lexicon Datasets 

In this section an overview of lexicon is given. This is 

followed by the definition of a set of lexicon features.  

The five lexicons used in this work are L1: “Norms of 

valence, arousal and dominance for 13,915 English 

lemmas”, L2: “NRC Valence Arousal and Dominance”, 

L3: “NRC Affect Intensity”, L4: “EmoWordNet lexicon” 

and L5:” Synesketch”.L1 and L2 are dimension lexicons 

based on the Russell Model. Remaining are discrete 

lexicons containing intensity scores or emotion weight for 

each emotion. 

The Norms of valence, arousal, and dominance for 13,915 

English lemmas database [28] contains affect annotations 

for 13,915 words. The values of valence, arousal and 

dominance, range from 1-10. The lexicon also contains 

standard deviation values for valence, arousal and 

dominance. 

The NRC VAD Lexicon [9] has affect annotations for 

English words with human ratings of valence, arousal, and 

dominance. It has more than 20,000 English words and 

uses Best–Worst Scaling [29] method to get fine-grained 

scores to solve the consistency problems that arise from 

traditional rating scale methods of annotation. The values 

for valence, arousal and dominance values range from 0-1. 

The NRC Affect Intensity Lexicon [10] contains 60,000 

words with intensity scores for eight basic emotions - 

anger, fear, anticipation, trust, surprise, sadness, joy, and 

disgust. 

The EmoWordNet is a new [11] version of Depeche mood 

[30]. It is created from crowd sourcing news articles from 

Rappler.com. It has 67k words and 58k synsnets. 

annotated with 8 emotion (afraid, amused , angry, don’t 

care , happy ,inspired and sad. 

The Synesketch lexicon [31] comprises of 5123 English 

words annotated manually with emotion weights. It uses 

Ekman’s six basic emotions (anger, joy, surprise, sadness 

disgust and fear). The values range from 0 to 1. The values 

range from 0 to 1. 

3.3 Lexicon features 

This section describes lexicon features used in the work. 

The features and defined based on   “Valence Arousal 

Dominance”, and “Emotion intensity”, or  “emotion 

weight” . 

3.3.1 VAD Features for defined with respect to Lexicon 

L1 (Norms of valence, arousal, and dominance),  and 

L2 (NRC VAD lexicon) using  Valence , Arousal,  and 

Dominance (VAD ) values . 

Mean Valence: It is the mean value of Valence V of all 

tokens extracted from lyrics L.  
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                    µ𝑉=
∑𝑉𝑤

|𝑊|
 𝑤ℎ𝑒𝑟𝑒 𝑉𝑤 ≠ 0    

    (1)     

                                                           

𝑉𝑤w is the value of Valence of word w, for  w  lyric L 

and |W| is the count of words W where valence is non 

zero 

 Mean Arousal: It is the mean value of Arousal A of all 

tokens extracted from lyrics L.  

          µ𝐴=
∑𝐴𝑤

|𝑊|
 𝑤ℎ𝑒𝑟𝑒 𝐴𝑤 ≠ 0              (2)

    

𝐴𝑤w is the value of Arousal of word w, for w ∈  lyric  L 

and  |W|  is the count of words W where Valence is non 

zero. 

Mean Dominance: It is the mean value of Dominance D 

of all tokens extracted from lyrics L.   

   µ𝐷=
∑𝐷𝑤

|𝑊|
 𝑤ℎ𝑒𝑟𝑒 𝐷𝑤 ≠ 0        (3)

    

𝐷𝑤w is the value of Dominance of word w, for    lyrics 

L and  |W| is the count of words W where Valence is non 

zero. 

Minimum VAD : It is the minimum values of Valence V, 

Arousal A, and Dominance D of all tokens extracted from 

lyrics L where VAD are non-zero.  

Maximum VAD: It is the maximum values of Valence V, 

Arousal A and Dominance D of all tokens extracted from 

lyrics L where VAD are non-zero.   

Standard Deviation: Standard deviation is calculated for 

Valence V, Arousal A and Dominance D values of all 

tokens extracted from lyrics where VAD values are non-

zero.   

Standard deviation for Valence, Arousal and Dominance 

are calculated using the following: 

 𝜎𝑉 =
(√(𝑉−𝜇𝑉)^2 

|𝑊|
       (4)                      𝜎𝐴 =

(√(𝑉−𝜇𝐴)^2 

|𝑊|
      

   (5)                  𝜎𝐷 =
(√(𝑉−µ𝐷)^2 

|𝑊|
      (6)                       

Dimension Lexicon Feature calculation is shown in Table 

6.  Each token in lyrics is mapped to lexicon L2 attributes. 

Table 6 illustrates how VAD features are assigned to lyric 

L1. 

Table 6   VAD Features for Lyric L1 

Lyric  Token Valence Arousal Dominance 

L1 w1  8.2 2.1 3.4 

L1 w2 3.6 4.3 4.8 

L1 w3 2.5 2.9 7.3 

L1 w4 3.3 3.8 4.4 

 

Lyric L1 contains four tokens with  valence, arousal and 

dominance values. For minimum valence, the lowest value 

is selected from the valence column; for maximum 

valence, the highest value is selected. Mean and Standard 

deviation (SD) for valence is calculated using eq (1) and 

eq(5). Lyrics L1 feature calculation for valence attribute: 

Mean (valence) = (8.2+3.6+2.5+3.3)/4=4.4   

Min (valence) =2.5 

Max (valence) =8.2 

Standard Deviation (valence) =2.23 

The same calculation is applied to arousal and dominance 

values. Table 7 showss a representation of Valence, 

Arousal, and Dominance (VAD) features for Lyric L1

     

Table7 Numerical Features sample for Lexicon L1 and L2 

Features Valence Arousal Dominance 

Mean 4.4 3.27 4.95 

Min 2.5 2.1 3.4 

Max 8.2 4.3 7.3 

SD 2.33 0.97 1.65 

 

 Each lyric is assigned lexicon feature. For each VAD 

value of lyrics Mean, Max, Min and SD is calculated. 

Lyric L1 has twelve lexicon features (Mean_Valence, 

SD_Valence, Min_Valence, Max_Valence, Mean_Arousal, 

SD_Arousal, Min_Arousal, Max_Arousal, 

Mean_Dominance, SD_Dominance,  Min_Dominance, 

Max_ Dominance. 

3.3.2 Emotion Intensity or Weight Features 

Discrete Features for Lexicons  L3 (Affect Intensity 

lexicon), L4   (EmoWordNet)  and L5  (Synesketch)  are 

defined below. 

Average Emotion Intensity Score(Ф𝐼
𝐸): For each discrete 

emotion we calculate the average intensity of all tokens 

extracted from lyrics L. 

         Ф𝐼
𝐸 =

∑𝐼𝑊   
𝐸

|𝑊|𝐼𝑊≠0
𝐸                               (7) 

      

𝐼𝑊 
𝐸  is the intensity of word w for emotion E 

Word Count per Emotion with a Threshold( 𝑊𝐶𝑇
𝐸): It is 

defined as the number of words W in the lyrics L having 
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intensity I greater than a set threshold T for a given 

emotion E. 

       𝑊𝐶𝑇=   
𝐸 𝐶𝑜𝑢𝑛𝑡(𝑊 | 𝐼𝑊

𝐸 ≥ 𝑇)                   (8) 

𝐼𝑊    
𝐸  is the intensity of Emotion E for word w and  T is the 

threshold. 

Normalized Word Count per Emotion:(  𝐶𝐹𝐹) It is the 

count of emotion per class divided by total Emotion count 

|E|. 

            𝐶𝐸  = 𝐶𝑜𝑢𝑛𝑡(𝑊|𝐸𝑤 = 𝐸)            (9) 

                  𝐶𝐹𝐹 =  
𝐶𝐸

|𝐸|
                         (10) 

Discrete Lexicon Feature calculation is shown in Table 8. 

Each token in lyrics L1 is mapped to lexicon L5 

attributes. Table 8 illustrates how Weight Features are 

associated with music lyric L1.  

Table 8 Word Count per Emotion with a 

Threshold(  𝑊𝐶𝑇 
𝐸 )  and Average Emotion Intensity 

Score(Ф𝐼
𝐸) Calculation 

Toke

n 

Happin

ess 

Sadne

ss 

Ang

er 

Fe

ar 

Disgu

st 

Surpri

se 

w1 0.35 0 0 0 0 0 

w2 0.61 0 0 0 0.67 0 

w3 0.80 0 0 0.8

0 

0 0 

w4 0.70 0 0.45 0.2

0 

0. 0 

Ф𝐼
𝐸 0.615 0 0.11 0.2

5 

0.167 0 

𝑊𝐶0.40
𝐸  3 0 1 1 1 0 

 

In Lyric L1, four tokens are associated with emotions 

(happiness, sadness, anger, fear, disgust, surprise values), 

erived from the Synesketch lexicon L5. The Average 

Emotion Weight (Ф𝐼
𝐸) is determined by averaging the 

scores for each emotion (happiness, sadness, anger, fear, 

disgust, surprise) within Lyric L1. It is shown in Table 8. 

Table 8 shows the Word Count per Emotion with a 

Threshold ( 𝑊𝐶𝑇   
𝐸 ) for emotion ( happiness, sadness, 

anger, fear, disgust, surprise).  E is emotion and T 

threshold. 

For calculation of the condition  𝑊𝐶0.40  
𝐻𝑎𝑝𝑝𝑖𝑛𝑒𝑠𝑠

, the 𝐼𝑊
𝐸 ≥ 𝑇   

Emotion,  E = happiness and T=0.40 is satisfied for w2, 

w3, w4 shown in Table 8 column  Happiness.  

 For token w2,  𝐼𝑊
𝐸  =0.61 which is greater than 0.40. Three 

tokens satisfy same condition,  so 
  

𝑊𝐶0.40  

𝐻𝑎𝑝𝑝𝑖𝑛𝑒𝑠𝑠
= 3. For 

emotion sadness and surprise, no tokens satisfy condition 

so  
  

𝑊𝐶0.40  

𝑆𝑎𝑑𝑛𝑒𝑠𝑠
 and 

  
𝑊𝐶0.40  

𝑠𝑢𝑟𝑝𝑖𝑠𝑒
=0.  Word Count per 

Emotion with a Threshold feature (  𝑊𝐶𝑇  
𝐸 ) is applied to 

Affect Intensity, Emo Word Net and Synesketch lexicons. 

A threshold value of 0.40 is used for EmoWordNet and 

Synesketch lexicon whereas for Affect Intensity lexicon 

threshold value of 0.60 is taken. 

Table 9: Normalized Word Count per Emotion:    𝐶𝐹𝐹 

(Discrete Features for Lyric L1) 

W

or

d 

An

ger 

Antici

pation 

J

o

y 

Dis

gust 

Surp

rise 

Tr

ust 

Sad

ness 

Fe

ar 

w1 0 0.45 0 0 0 0 0 0 

w2 
0.4

5 
0 0 0 0 0 0 0 

W

3 
0 0 0 0.72 0 0 0 0 

 
  
 

01-

Au

g 

01-

Aug 

0/

8 

01-

Aug 
0/8 

0/

8 
0/8 

0/

8 

 

In the Table 9, for token w1, the total count of 

Anticipation class is one and total number of classes is 

eight, so    𝐶𝐹𝐹 = 1/8.  Total no. of feature vector for 

   𝐶𝐹𝐹is  eight.  

3.4 Performance metric  

There are several performance metrics used to evaluate the 

performance of a classification model. Accuracy is an 

important metric; it is the degree of precision with which 

the classification system allocates items or instances to 

their correct classes.  

Overall Accuracy: The overall accuracy of the model is 

the ratio of correctly predicted instances to the total 

instances. 

The Confusion Matrix is a table used in classification to 

evaluate the performance of a machine learning model. It 

provides a detailed breakdown of the model's predictions 

compared to the actual classes.   

Table 10   Confusion Matrix for 4 output classes 

Q1,Q2,Q3 and Q4 

  

                      Actual 

Class  

Q1 

Class 

Q2 

Class 

Q3 

Class 

Q4 

P
re

d
ic

te
d

 Class 

Q1 
TP_Q1 FP_Q1 FP_Q1 FN_Q1 

Class 

Q2 
FN_Q2 TP_Q2 FN_Q2 FP_Q2 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(4), 677–687  |  682 

Class 

Q3 
FP_Q3 FP_Q3 TP_Q3 FP_Q3 

Class 

Q4 
FN_Q4 FP_Q4 FP_Q4 TP_Q4 

 

Table 10 shows confusion matrix for a 4 class problem. It 

has 4 classes of Russell Model Q1, Q2 ,Q3 and Q4 

displayed in 4X4 grid. The actual values are presented in x 

axis and predicted values across y axis. Accuracy score is 

calculated considering total True Positive, False Positive.  

True Positives (TP_i): Total no of instances of class i that 

are correctly predicted as class i. 

5. Result and Discussion 

False Positives (FP_i): Total no of instances belonging to 

class i that are incorrectly predicted as class i. 

False Negatives (FN_i): Total no of instances of class i 

that are incorrectly predicted as not belonging to class i.  

This matrix can also assess the model's performance for 

each individual class. From these values various metrics 

for each class, can be calculated such as precision and F1 

score. 

 

 

  

                      Actual 

Class  Q1 
Class 

Q2 

Class 

Q3 

Class 

Q4 

P
re

d
ic

te
d

 

Class 

Q1 
47 40 37 26 

Class 

Q2 
23 52 18 17 

Class 

Q3 
42 36 34 14 

Class 

Q4 
20 25 13 89 

 Table 11   Example for Confusion Matrix 

Table 11 shows numerical values for confusion matrix.  

True Positive (TP_i)= True Positive_Q1 + True Positive 

_Q2+  True Positive _Q3+  True Positive _Q4 

 =47+52+34+89 =217 

False Positive (FP_i)= False_Positive_Q1 + 

False_Positive _Q2+  False_Positive _Q3+  False_Positive 

_Q4 

 =( 40 + 37 + 26) + (23 + 18 + 17) + (42 + 36 + 14) + 

(20 + 25 +13) =311 

Accuracy is calculated as ratio of TP divided by sum of 

TP and FP. 

= (TP/TP+FP)*100=   217/(217+311)*100 = 40% 

 

Table 12: Classification Accuracy of Lexicon L1 for µVAD ,𝝈𝑽𝑨𝑫,  MINVAD  ,MAXVAD 

Featur

e 

Set 

µVAD 𝜎𝑉𝐴𝐷 MINVAD MAXVAD 

Datase

ts 

D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3 

Gradi

ent 

Boost 

40.0

5 

45.63 44.4

4 

39.5

2 

46.6

6 

41.4

2 

41.4

2 

30.0

0 

41.8

4 

34.

1 

0 

40.

0 

9 

36.56 

Ran

dom

Fore

st 

41.0

9 

48.32 42.1

6 

41.9

0 

50.0

0 

43.5

1 

40.0

0 

33.3

3 

40.5

9 

37.

4 

7 

46.

3 

1 

39.19 

Decisi

on 

Tree 

36.6

9 

39.60 39.9

3 

31.9

0 

40.0

0 

36.8

2 

34.2

9 

33.3

3 

34.3

1 

32.

5 

6 

38.

2 

6 

39.37 
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Table13: Classification Accuracy of lexicon L2 for µVAD, 𝝈𝑽𝑨𝑫 ,MINVAD  ,MAXVAD 

Feature 

Set 

Mean_VAD(µVAD) 𝜎𝑉𝐴𝐷 MINVAD MAXVAD 

Datasets D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3 

Gradie

nt 

Boost 

40.05 45.63 44.40 36.95 42.28 44.40 40.56 48.32 40.29 34.10 40.9 

3 

36.5

6 

Rando

m 

Forest 

41.09 48.32 42.16 38.24 49.66 42.16 38.56 47.65 37.87 37.47 46.3 

1 

36.1

9 

Decision 

Tree 

36.69 39.60 39.93 30.23 40.94 38.62 33.33 40.27 36.94 32.56 38.2 

6 

39.3

7 

  

Table 14 : Classification  Accuracy of Lexicon L3 for 𝑊𝐶𝐸  and       𝐶𝐹𝐹 

Feature 

Set 

           𝑾𝑪𝑻   
𝑬  ∅𝑰

𝑬 𝐶𝐹𝐹 

Datasets D1 D2 D3 D1 D2 D3 D1 D2 D3 

Gradient 

Boost 

46.58 47.20 44.72 45.96 49.07 45.34 54.03 50.93 50.31 

Random 

Forest 

   29.41 29.41 29.41 29.41 41.18 23.53 41.17 35.29 35.29 

Decision 

Tree 

     

43.8 

42.70 43.26 47.19 50.0 37.64 51.68 51.12 49.44 

                                     

Table 15: Classification Accuracy o f Lexicon L4 and L5 using 𝑾𝑪𝑬, and Ф𝑬 

            𝑊𝐶𝑇   
𝐸 (L4) Ф𝐼

𝐸(L4) 

 

           𝑊𝐶𝑇   
𝐸 (𝐿5) Ф𝑰

𝑬(L5) 

 

Datasets D1 D2 D3 D1 D2 D3 D1 D2 D3 D1 D2 D3 

Gradient 

Boost 

36.3

6 

38.46 42.5

9 

35.0

2 

38.9

2 

34.1

4 

39.3

2 

39.4

5 

38.

98 

38.5

4 

40.

1 

3 

39.

3 

5 

Random 

Forest 

41.5

6 

28.21 47.0

4 

36.0

9 

40.9

4 

34.8

9 

40.3

6 

44.2

2 

40.

87 

41.1

5 

41.

5 

0 

41.

0 

5 

Decision 

Tree 

35.9

3 

30.77 36.6

7 

35.2

9 

39.6

0 

32.6

5 

34.1

1 

42.1

8 

35.

40 

28.3

9 

31.

9 

7 

38.

4 

0 
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The classification accuracy for the four features and the 

different classifiers are given in Table 12. For data set D1 

and D2, Standard Deviation with Random Forest classifier 

is more effective. For D3 (combined data set), Mean value 

with Gradient Boost is giving better value. 

For the Lexicon L2, the mean, Standard Deviation, Min 

and Max features are derived for each data set. The 

classification accuracy for the four features and the 

different classifiers are given in Table13. For the dataset 

D1 Mean with Random Forest is the best option. For 

database D2, Standard Deviation with Random Forest 

classifier is more effective. For D3, both Mean and SD, 

with Gradient Boost provide the best accuracy. 

For the Lexicon L3, the Word Count per Emotion with a 

Threshold, Average Emotion Intensity Score and 

Normalized Word Count per Emotion features are derived 

for each data set. The classification accuracy for the three 

features and the different classifiers are given in Table 14. 

For all the datasets, Normalized Word Count per Emotion 

is the best feature, with Gradient Boost (D1, D3 ) and 

Decision Tree (D2).  

For the Lexicon L4, the Average Emotion Intensity Score 

and Word Count per Emotion with a Threshold features 

are derived for each data set. The classification accuracy 

for the two features and the different classifiers are given 

in Table 15.   For the dataset D1and D3, Word Count per 

Emotion with Random with a Threshold and Random 

Forest classifier gives the best accuracy. For D2, Average 

Emotion Intensity Score Forest classifier is more effective. 

 For the Lexicon L5, the Average Emotion Intensity Score 

and Word Count per Emotion with a Threshold features 

are derived for each data set. The classification accuracy 

for the two features and the different classifiers are given 

in Table 4. For the dataset D2, Word Count per Emotion 

with a Threshold with Random Forest is the best option. 

For D1 and D3, Average Emotion Intensity Score with a 

Threshold and Random Forest classifier is more effective.  

The study is further extended by combining the different 

features. The classification results for different 

combinations of features derived from lexicon L3 is 

summarized in Table 16. Experiments are conducted with 

datasets D1 and D2 only. 

For classification Gradient Boost and Random Forest 

algorithms are selected. For dataset D1. the combination 

Word Count per Emotion with a Threshold and Average 

Emotion Intensity Score with a Random Forest resulted 

in highest accuracy of 57.04%. For Dataset D2, the 

combination of Word Count per Emotion with a 

Threshold and Average Emotion Intensity Score with 

Random Forest classifier is best result of 61.74%. 

              

   Table 16: Classification Accuracy of feature combinations for Lexicon L3 

 

 

 

 

 

 

 

 

 

Table 17: Classification Accuracy of feature combinations for Lexicon L1 

Features Gradient Boost Random Forest 

D1 D2 D1 D2 

𝑊𝐶𝐸+ Ф𝐸 

𝑇 𝐼 

46.23 42.60 57.04 61.74 

𝑊𝐶𝐸𝐶𝐹𝐹 

𝑇+ 

50.09 29.41 23.52 41.18 

Ф𝐸+𝐶𝐹𝐹 

𝐼 

50.93 50.31 41.18 23.53 

Classifiers Gradient 

Boost 

Random Forest 

Lexicon Features  for L1 D1 D2 D1 D2 

MINVAD+µVAD 42.11 44.19 52.34 56.39 

MINVAD+µVAD 44.70 41.86 57.71 58.39 

MINVAD+𝜎𝑉𝐴𝐷 39.90 38.50 49.66 50.34 

MAXVAD+𝜎𝑉𝐴𝐷 39.27 36.18 44.29 38.93 
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Table 18 Classification Accuracy of feature combinations for Lexicon L3 and  L1 

 

The classification results for different combinations of 

features derived from lexicon L1 is summarized in Table 

17. For dataset D1 combination of min and mean of VAD 

with a Random Forest resulted in the highest accuracy of 

57.71%. For Dataset D2 combination of mean, min, and,- 

Standard deviation of VAD and Random Forest classifier 

is the best result of 59.73%.  

The classification results for different combinations of 

features derived from lexicon L1 and L3 is summarized in 

Table 18. For dataset D1, the combination of (min, max, 

mean of VAD), Average Emotion Intensity Score and 

Word Count per Emotion with a Threshold feature using 

Gradient Boost and Random Forest resulted in highest 

accuracy of 57.14%. For and Random Forest resulted in 

highest accuracy of 57.14%. For D2 the combination of 

(min, mean) of VAD, Word Count per Emotion with a 

Threshold Score, Normalized Word Count per Emotion 

and (Gradient Boost and Random Forest) is best result of 

57.14%. 

  Each Lexicon feature extracted is capable of giving 

classification accuracy above 40%. This is remarkable, as 

a single feature. For the Lexicons Norms of valence, 

arousal, and dominance and NRC Valence Arousal and 

Dominance the Mean and Standard deviation features are 

more discriminative. The choice of classifier depends on 

the data set. The accuracy obtained for D3, the combined 

dataset, is relatively low. The combination of Normalized 

Word Count per Emotion and Average Emotion Intensity 

Score is the best for NRC Affect Intensity Lexicon. 

µVAD+𝜎𝑉𝐴𝐷 44.1 42.38 45.63 53.02 

MAXVAD+MINVAD 41.18 42.12 51.67 58.39 

MAXVADMINVAD+µVAD 45.73 44.44 51.67 58.39 

µVAD+MINVAD+𝜎𝑉𝐴𝐷 43.69 41.60 53.36 59.73 

Classifiers Gradient Boost Random Forest 

 

Dataset 

D1 D2 D1 D2 

MINVAD + MAXVAD+Ф𝐸+𝑊𝐶𝐸 

 

 

52.17 

 

55.28 

 

52.17 

 

55.28 

MINVAD+µVAD+𝐶𝐹𝐹+𝑊𝐶𝐸 

𝑇 

 

52.79 

 

56.52 

 

52.79 

 

56.52 

MINVAD+MAXVAD+𝜎𝑉𝐴𝐷+Ф𝐸+𝑊𝐶𝐸 

𝐼 𝑇 

57.14 54.04 57.14 54.04 

MINVAD+ MAXVAD+µVAD+𝑊𝐶𝐸+𝐶𝐹𝐹 

 

 

54.65 

 

55.28 

 

54.65 

 

55.28 

MINVAD+MAXVAD+µVAD+𝐶𝐹𝐹+Ф𝐸 

 

 

57.14 

 

54.04 

 

57.14 

 

54.04 

MINVADMAXVAD+µVAD+𝐶𝐹𝐹+Ф𝐸 

 

 

51.55 

 

57.14 

 

51.55 

 

57.14 

MINVAD+MAXVAD+µVAD+𝐶𝐹𝐹+𝜎𝑉𝐴𝐷+Ф𝐸 

 

 

54.65 

 

54.66 

 

54.65 

 

54.66 

MINVAD + MAXVAD+𝑊𝐶𝐸+Ф𝐸+𝐶𝐹𝐹 

𝑇 𝐼 

56.52 54.05 56.21 54.04 

µVAD+MINVAD+𝑊𝐶𝐸+Ф𝐸+𝐶𝐹𝐹 

𝑇 𝐼 

55.15 55.90 51.5 55.90 

𝜎𝑉𝐴𝐷+MINVAD+µVAD+𝑊𝐶𝐸+Ф𝐸+𝐶𝐹𝐹 

𝑇 𝐼 

55.27 54.66 55.27 54.66 

µVAD+MINVAD+𝑊𝐶𝐸+Ф𝐸+𝐶𝐹𝐹 

𝑇 𝐼 

52.17 56.52 52.17 56.5

2 

𝜎𝑉𝐴𝐷+MINVAD+µVAD+𝑊𝐶𝐸+Ф𝐸+𝐶𝐹𝐹+MAXVAD 

𝑇 𝐼 

56.52 54.66 56.51 54.6

6 
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Further the combination of the lexicon features 

considerably improves emotion recognition accuracy. 

 he study carried out is to analyze the impact of lexicon-

based features on the classification accuracy of emotion in 

music lyric. The choice of feature and classifier depends 

on the Dataset and the Lexicon. The classification 

performance with multiple Lexicon features is to be 

investigated. The work is to be extended by incorporating 

standard NLP features as well as Lyric oriented features 

for the design of a more robust classification model. 

5. Conclusion 

 The work presented is an extensive experimental study on 

the impact of Lexicon features on the classification of 

Music Lyrics based on Emotion. Five Lexicons and Two 

annotated datasets are employed for the experiments. A 

third dataset is created by combining the two. Two of the 

Lexicons are Valence-Arousal Dominance based. The 

other three incorporate the intensity of discrete emotions. 

Lexicon features are defined depending on its type. Three 

different classifiers are used for the study. The results 

highlight the effectiveness of the defined features in 

identifying the emotions. The result would help in 

designing more robust Music Lyric classifiers by 

combining multiple Lexicon features, Natural Language 

Features and Lyric specific features. 
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