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Abstract: The stock market serves as a mirror, revealing the actual state of the nation's economy. Experts can monitor the nation's economic 

status by following the stock market's fluctuations. Predicting the stock market is so essential in the cutthroat world of today. Because stock 

prices are chaotic, dynamic, and nonlinear, predicting them is challenging. Stock price forecasting is aided by deep learning methods such 

as LSTM. The algorithm's forecast is erroneous since its hyperparameter was not chosen correctly. 

This work contributes to developing a hyper-tuned LSTM model for stock price prediction. Numerous hyperparameters are included, such 

as neurons, batch size, epoch, learning rate, and dropout rate. The primary goal is to identify the optimal set of parameters that will enable 

the LSTM forecasting algorithm to operate at a high level of performance. Three widely used error metrics are used to assess algorithm 

performance: R2, which indicates how well our predictions match the actual data; MSE, which displays the discrepancy between the 

predicted and actual data; and MAE, which indicates the average deviation between our predictions and the actual data. For training, testing, 

and validating the data set, values of three error metrics for various parameter combinations are gathered. The best value of these error 

metrics helps in selecting the best possible combination of parameters.  

A proven prediction method called Adaboost is compared with the output error metrics of the LSTM model to confirm our hyperparameter 

tunning efforts. The LSTM model's potential for precise stock price prediction is strongly confirmed if its error metrics value is comparable 

to or superior to Adaboost's. 

Keywords: LSTM, Adaboost, MSE, MAE, R2, epoch, batch size, neurons, learning rate, and dropout rate1.  

Introduction 

The buying and selling of stocks on the financial markets 

has attracted a large number of players who are looking to 

make money. Forecasting stock movements has grown in 

popularity, particularly within the last 20 years. 

Regrettably, most people find it difficult to generate a 

steady income from stock trading. Many people, 

especially those who are new to the game, compare it 

closely to gambling since they believe that future price 

swings are only educated guesses. Given the inherent 

volatility and unpredictability of the stock market, even 

seasoned traders recognize that profits cannot be assured. 

To reduce risk in the financial markets, particularly during 

trading activities, stock movement prediction is essential. 

To help people make wise financial decisions, this topic is 

the focus of extensive research efforts [1]. One common 

method is to analyze stock price data using time-series 

analysis. Such predictions can be made using methods 

such as neural networks, LSTM, SVM, Random Forest, 

and linear regression. Research has indicated that LSTM 

frequently performs better than alternative techniques like 

neural networks and linear regression [2]. Simple LSTM 

models produce less-than-ideal outcomes because they 

fail to minimize the loss function, which increases model 

error. This means that a hyper-tuned LSTM model must 

be used. What distinguishes a hyperparameter from a 

parameter? The suggested approach learns by estimating 

model parameters for the provided data set and then keeps 

updating these values. These parameters are incorporated 

into the model once learning is finished. On the other 

hand, hyperparameters are algorithm-specific. Therefore, 

the data cannot be used to determine their values. To 

calculate the model parameters, hyperparameters are 

needed [3].  

Hyperparameter tuning includes searching a pair of the 

best possible combinations of parameters for the LSTM 

algorithm and applying this improved method to every set 

of data. That combination of hyperparameters maximizes 

the model's performance and minimizes a predetermined 

loss function, yielding better outcomes with fewer errors. 

Using the input data as a basis, the learning algorithm 

optimizes the loss and looks for the best answer within the 

parameters.  

1.1 LSTM model hyperparameters: 

Number of neurons per layer: Searching for the accurate 

quantity of neurons for every LSTM network layer is a 

difficult problem. too few neurons will cause the LSTM 

to become unable to recall every part of information 

required for generating complete forecasting, while too 

many neurons will cause the LSTM to overfit the training 

set [4]. 
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Number of hidden layers: This layer suggests that a deep 

learning neural network's model is much more productive 

as compared to a simple model.  As a result, it is crucial 

to use multiple layers to test the model's performance [5]. 

Dropout rate: By boosting the model's generations, using 

a different dropout rate could enhance the LSTM model's 

performance. [6]. 

Learning rate: The weighting and biases of the model are 

altered by this hyperparameter. Selecting the right 

learning rate is essential for achieving the best possible 

model performance because it affects the model's bias and 

weighting [4]. 

Optimizers: LSTM models use an optimizer whose job is 

to minimize an objective function. Combining optimizer 

with learning can boost model performance [4]. 

Epochs: The epochs must be supplied while training an 

LSTM model to prevent underfitting or overfitting. 

Underfitting will occur when the quantity of epochs is too 

less, while overfitting will occur when it is too large.  

It is now necessary to understand how to select their ideal 

values. Both manual and automated techniques can be 

used to determine these ideal hyperparameter values. 

While automated hyperparameter tuning uses an 

algorithm to find the ideal settings, human 

hyperparameter tuning selects values by trial and error. 

Grid, random, and Bayesian methods are a few of the 

techniques [7]. Due to the challenge of precisely fine-

tuning LSTM to yield an ideal and reliable outcome, 

multiple hyperparameter adjustments are required to 

enhance model performance in time series applications. 

As a result, it will be beneficial to train an algorithm on 

multiple similar datasets to build up a body of knowledge 

that might be used to enhance predictions for certain time 

series [8]. 

The grid search technique is used to adjust the LSTM 

algorithm's hyperparameters. It is similar to using a 

hyperparameter tuning brute force approach. The model 

was then fitted using a grid of potential discrete 

hyperparameter values in every feasible combination. 

LSTM has been optimized for stock market prediction 

using this approach, and the results have been compared 

with the benchmark model. The hyper-tuned LSTM 

model's result is almost identical to the benchmark model, 

demonstrating the hyper-tuned model's efficacy [9]. 

The target of this study is to determine how changing the 

LSTM model's hyperparameter values affects the 

precision of stock price predictions. These 

hyperparameters include the learning algorithm, 

optimizer, epoch, learning rate, number of layers, batch 

size, and dropout. Performance metrics like as MSE, 

MAE, and R2 values will be used to assess the impact of 

changing the combination of hyperparameter values.  

The key aim of this research is  

• To search the optimal pair of hyperparameters of the 

LSTM model. 

• To find the outcome of the suggested model using 

various hyperparameter settings during the training, 

testing, and validation phases. 

The data set is split into 80%,10%, and 10% for training, 

testing, and validation of the dataset. The performance of 

the LSTM model is then accessed using MSE, MAE, and 

coefficient of determination (R2) and compared with the 

Ada boost ensembled learning algorithm.  

This is how the remainder of the paper is structured. A 

review of relevant literature on the hyperparameter tuning 

of the LSTM model is presented in Section 2. Section 3 

will detail the setup and configuration of the experiment. 

In Section 4, research data and experimentation are 

presented, and the suggested approach is contrasted with 

a reference model. The thorough result analysis and 

discussion are described in Section 5. Section 6 shows a 

summary and suggestions for further research. 

2. Literature Review 

This paper helps in the development of the LSTM model 

for share price forecasting. Optuna framework is given as 

input to the LSTM model for finding the best combination 

of hyperparameters. The optimum pair of 

hyperparameters offers the lowest loss and RMSE score 

[10]. 

The suggested hybrid model is examined in this work for 

famous machine learning-based CART, SVM, and 

XGBoost models as well as conventional NN. The 

precision levels achieved in NN, CART, SVM, and 

XGBoost models are 72.69%, 84.21%, 73.51%, and 

90.81%. The suggested hybrid model substantially 

outperforms conventional ML models [11]. 

This study explains how a new approach to 

hyperparameter optimization is developed using the BO 

framework and swarm particle optimization. The particles 

can naturally be optimized in parallel using the suggested 

technique, which does not need the computation of 

gradients. Therefore, it is possible to effectively lower the 

computational complexity, resulting in better 

hyperparameters being acquired with the same amount of 

processing. Tests can be conducted using actual power 

load data, demonstrating that the suggested approach 

works better than the most advanced algorithms currently 

in use. The prediction error findings across many models 

demonstrate the effectiveness of BO-PSO as a hyper-

parameter optimization technique [12]. 

In this research, a simple genetic algorithm strategy for 

hyperparameter tuning of a common language model is 

explored. It is significantly more efficient than fine-tuning 
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(grid search and trial & error search) and attains fine-

tuning productivity without requiring an exhaustive 

search [13]. 

This work involves the optimization of hyperparameters 

through the use of two new greedy sequential methods and 

random search, all based on the expected improvement 

criterion. This work provides new methods for creating 

response surface models where many hyperparameter 

assignment elements are known to be meaningless given 

the specific values of the other elements [14].  

In this work, the investigator offers both theoretical and 

empirical support for the claim that trials chosen at 

random are a more efficient method for hyperparameter 

tuning than grid-based trials. This work shows that 

adaptive hyperparameter optimization algorithm 

development can be evaluated naturally against the 

baseline of random search. Experts predict that the 

increased need for large hierarchical models will put more 

strain on methods for hyperparameter tuning [15]. 

In this study researcher mainly covered the application of 

several cutting-edge optimization approaches to machine 

learning algorithms. There are numerous frameworks and 

libraries available for solving hyperparameter 

optimization difficulties, and some unresolved issues in 

the field are also covered. Benchmark datasets are used in 

experiments to evaluate the efficiency of various 

optimization techniques and to offer real-world examples 

of hyperparameter optimization [16]. 

In this work researcher mainly addresses different tuning 

tactics and their effects on algorithm performance, as well 

as how parameters affect prediction performance. 

Additionally, tuneRanger's forecast accuracy and runtime 

are compared to those of other tuning implementations 

using the default hyperparameters [17]. 

In this study, the researchers aim to develop a dynamic 

online tuning strategy for the deep LSTM model's 

hyperparameters. The suggested method can be tailored to 

feed any time series-based application, especially ones 

that use data streams. The experiment's outcome 

demonstrates that dynamic deep LSTM hyperparameter 

adjustment outperforms the initial static tuning method 

[18]. 

This research paper focuses on hyperparameter 

optimization for LSTM to forecast SARS-CoV-2 

infection cases in the Russian Federation, aiming to find 

the optimum set of parameters for a well-fitting model. 

The study evaluates nearly 10 unique forecasting models 

and conducts a comprehensive analysis and comparison of 

their results. The hyper-tuned LSTM model proves to be 

the best prediction model among all other models [19]. 

In this study, researchers use an LSTM model that has 

been fine-tuned to predict stock prices for the Indonesia 

composite index dataset. A metaheuristic approach was 

employed to optimize the tuning of hyperparameters. For 

this method, RMSE serves as both a fitness function and 

a key indicator. In this study, benchmarking algorithms 

GA and PSO were employed. With an RMSE of 78.79, 

the hybrid SOS-LSTM model fared better than both GA-

LSTM and PSO-LSTM models, which had respective 

RMSEs of 142.663 and 529.170 [20]. 

In this research paper comparison is done among the 

ARIMA model, Se-optimized LSTM, and unoptimized 

LSTM. The main metric for optimization is RMSE. The 

best model found, SE-LSTM, yields an R2 score of 

approximately 961, an RMSE of approximately 538,914, 

an MAE of approximately 402.99, and a MAPE of 

approximately 1.437% [21]. 

3 Methodology 

3.1 Long Short-Term Memory (LSTM) Network 

This section provides an overview of the LSTM model, 

the experimental setup, and the hyperparameter settings. 

At the end, several performance metrics used to measure 

the performance of the LSTM will be discussed. 

A particular kind of RNN known as LSTM was developed 

to address the limitations of traditional RNNs in managing 

long-term dependencies in sequence data. The 

disappearing and ballooning gradient problem in the 

original RNN architecture makes it challenging for the 

network to grasp long-range dependencies in sequence 

data. By using memory cells and gating mechanisms, the 

LSTM model—which was first presented by Hochreiter 

and Schmidhuber in 1997—addresses these problems. 

This new method enables long-term storage and 

propagation of information in LSTMs, allowing the model 

to learn from longer sequences [22]. An LSTM network's 

input, output, forget gates and memory cells are its 

essential parts. Long-term information is stored in 

memory cells, and information entering and leaving these 

cells is managed by gating processes. These gates enable 

the LSTM to efficiently learn and retain pertinent features 

from the input data by using sigmoid activation functions 

to make judgments depending on the input [23].  

The input may only be retained in the cell state if the input 

gate authorizes it. The forget gate controls the state unit's 

weight. The gate's output value is computed using the 

updated memory cell state. The output gate can block the 

cell's output, all gates employ sigmoidal nonlinearity, and 

the state unit can function as an additional input for the 

remaining gate. Long-term dependencies can be resolved 

using the LSTM architecture in this way, with minimal 

computational expense [24].  

Although LSTM is a powerful machine learning model, it 

must be trained and tuned carefully to yield the best 

results. 
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Dia 1.1 The LSTM model 

Hyperparameter tuning consists of finding the optimal pair 

of hyperparameters of the LSTM model for maximizing the 

model performance. The model calculates the performance 

improvement that can be attained for each of the 

hyperparameters under consideration by altering the initial 

values to the values indicated in the goal configuration. 

3.2 Performance metrics  

MSE, MAE, and R² are three common metrics used to 

estimate the outcome of regression models. 

3.2.1 Mean Square Error (MSE): This error is the mean 

of the square value of the error. Here, error refers to the 

difference between the estimated and actual numbers. 

Model accuracy and MSE value have an inverse 

relationship. Lower values indicate better performance [25]. 

𝑀𝑆𝐸 =∑
(𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) ∧ 2

𝑛
⬚

 

3.2.2 Mean Absolute Error (MAE): The average of the 

error difference is called MAE. Here, error refers to the 

discrepancy between the estimated and real quantities. It 

gives us a gauge for the difference between the expected and 

actual values. This gives us an understanding of how the real 

value differs from the projected value [26]. Formulae for 

given metrics are given below: 

𝑀𝐴𝐸 =∑
|𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑|

𝑛
⬚

 

3.2.3 Coefficient of Determination (R2): The degree of 

data fit by a regression model is indicated by this coefficient. 

The square of R between the predicted and actual values is 

used to calculate it. A model's fit to the data set is shown by 

an R2 value, which ranges from 0 to 1. A value of 1 shows 

that the model fully fits the data set. When attempting to 

explain the volatility in the dependent variable, this metric 

works well [26]. The model prediction is directly correlated 

with the R2 value. 

4. Research Data and Experiment 

4.1 Data Information 

The 15-year TSLA stock was the source of research data for 

this study, which was collected from Yahoo Finance. The 

share price data in the dataset spans the years 2010 through 

2024, excluding weekends and holidays. The observed 

variables in the data set are Date, Open price, High price, 

Low price, Close price, Adj Close price, and Volume. The 

total dataset values from June 2010 to January 2024 are 

shown in Table 1.  

 

Table 1 TSLA Data Set 

4.2 Data Scaling 

Initially, make sure the data is successfully imported from 

Yahoo Finance. Afterward, scale it with a range of 0 to 1 

using the MinMax Scaler function. To fit into the specified 

range between the lowest and highest observed values, the 

function rescaled the values in each column. The lowest and 

highest values were determined for every column to 

guarantee uniform data scaling. Based on this determined 

range, the remaining data points in each column were then 

proportionately adjusted. 

4.3 Data Splitting and reshaping  

After scaling, the data was split into three sets: test (10%), 

validation (10%), and training (80%). The test set was not 

seen for the final evaluation; instead, the LSTM model was 

trained using the training data and assessed using the 

validation set. Data is then later reshaped. 
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To optimize the data processing for LSTM models, it must 

be restructured into a format that is compatible with their 

design. This conversion makes the task of time series data 

analysis easy, extracts key characteristics that point to 

potential patterns, and ultimately enables the model to 

produce precise forecasts about the performance of Tesla's 

stock. 

4.4 Hyperparameters 

Epoch, Batch size, No of neurons, Learning rate, and 

Dropout rate are the hyperparameters used by the LSTM 

model which are optimized in the later stage. Table 2 

contains a set of values for all hyperparameters optimized in 

this experiment. 

                                       

 

Table 2 List of optimized hyperparameters 

4.5 Evaluation 

Error metrics typically range from 0 to positive infinity, 

with lower values representing better performance. 

However, R² scores range from negative infinity to 1, where 

closer to 1 signifies a better fit. An R² of 1 signifies perfect 

forecast, 0 implies no better than a constant model, and 

negative values indicate worse than constant. 

4.6 Output comparison of hyper-tuned LSTM model 

with Adaboost (Stacked ensemble model) 

First, a hyper-tuned LSTM model is created by choosing 

ideal hyper-parameters. Values of the evaluation metrics of 

the Adaboost model and the hyper-tuned LSTM model are 

compared. If the hyper-tuned LSTM model's performance 

metrics are almost identical to those of the Adaboost model, 

then our model's hyperparameter combination is 

appropriate. This comparison ensures that the hyper-tuned 

LSTM model will predict with precision.                                                                                                                               

5. Result Analysis and discussion 

Plotting the relationship between loss v/s epoch, loss v/s 

batch size, loss v/s number of neurons, loss v/s learning rate, 

and loss v/s dropout rate yields the hyper-parameter range 

values. Loss is lowest when batch size is less than 50, loss 

is lowering as the number of neurons increases, the loss is 

lowest when the learning rate is less than or equal to 001, 

and loss is lowest when the dropout value is 01. These plots 

show that loss is decreasing as the epoch increases. 

 

Dia 5.1 Plot between Loss v/s Epoch, Batch Size, Number 

of Neurons, Learning Rate, Dropout Rate 

The LSTM algorithm is run for a range of hyper-parameter 
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combinations. Performance metrics such as MSE, MAE, 

and R2 are generated for every iteration of the LSTM 

algorithm for different combinations of hyperparameters.  

The range values of every conceivable combination of 

hyper-parameters are generated when the LSTM model is 

executed, yielding the best, average, and worst-case tables 

shown below. Each table contains five entries for the best, 

average, and worst cases.  

 

Table 5.1 Best case 

 

Table 5.2 Average case 

 

Table 5.3 Worst-case 

The validation R2 value determines the best, average, and 

worst case. Values closer to 1 fall into the best case, values 

greater than .5 and less than 1 fall into the average case, and 

values lower than .5 fall into the worst case. Lower values 

of validation MSE and MAE indicate a lesser loss function. 

Finally, validation R2, MSE, and MAE values are compared 

with Adaboost (benchmark model). Adaboost model has 

already verified measurement metrics values. Suppose the 

value of measurement metrics in both models is nearly 

equal. In that case, our selected combination of 

hyperparameters in the hyper-tuned LSTM model is correct 

and up to the mark. This is a verification of our refined 

model. 

The plot between actual v/s predicted stock values for the 

best, average, and worst-case combination of 

hyperparameters of the hyper- 

 

Dia 5.2 Best Case 

tuned LSTM model also proves the accuracy and 

effectiveness of our refined model.                                                                                                                                                                                                                                                                                                              
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Dia 5.3 Average Case 

 

Dia 5.4 Worst case 

6. Future Scope 

The main contribution of this paper is to find an optimal pair 

of hyper-parameters of the LSTM algorithm that can give 

optimal output. Till now we have tuned the LSTM 

algorithm. We can do further refinement of our hyper-tuned 

LSTM algorithm by adding the impact of fundamental and 

technical indicators. Later we can also show sentiment 

analysis's impact on the hyper-tuned LSTM algorithm.  
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