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Abstract: Early diagnosis may cure cervical cancer. Researchers have struggled to prediction the disease's course because there are no 

early indications. Several machine learning methods have predicted CC in the past decade. Ensemble techniques generate and integrate 

several models for more accurate results. This contrasts with single-classifier prediction. During this research, we established "Robust 

Model Stacking: A Hybrid Ensemble." This classifier runs a homogeneous classifier-based classifications at the base level, then a 

heterogeneous ensemble that predicts additional data using majority voting (soft). This study included 858 patients, 32 risk indicator 

characteristics, and four CC diagnosis test targets. SMOTE oversampling solved the data imbalance problem. For each of the dataset's four 

goal variables, accuracy, recall, f1-score, precision, and AUC-ROC were used to assess the model. The proposed biopsy approach is 98% 

accurate, Hinselmann 97%, Schiller 96.09%, and Citology 93%. Ensemble learning improves prediction accuracy and reduces bias and 

variation in this study. 
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I. INTRODUCTION  

Cervical cancer, the second-most dangerous malignancy for 

women and the fourth-most deadly worldwide, is the major 

cause of death for women due to its lack of early symptoms. 

Early detection may aid treatment [1]. Women get this 

malignancy in the uterine cervix. Cancer cells divide 

abnormally and spread to other organs [2, 3]. Malignant cells 

divide here. Sexual contact spreads this disease. Women who 

participate in sexual activity are practically guaranteed to 

contract human papillomavirus (HPV), which will resolve on 

its own. In some cases, abnormal cell activity can lead to pre-

cancerous and malignant cells [4–6]. To lower cervical 

cancer risk, women aged 30–49 should get screened 

annually. Machine learning (ML) classifies data using 

probabilistic, statistical, and optimization methods. 

Historical data are employed for these techniques. Medical 

data benefit from this capability. Machine learning 

algorithms increase accuracy, make emergency decisions, 

and provide support, making them handy when medical 

assistants are scarce. Machine-learning-based systems are 

effective in diagnosing various cancers [9, 10]. Since context 

is important, no classifier can always perform at its best [11]. 

Thus, using a single machine learning model to determine a 

patient's malignancy does not improve accuracy. Each 

machine-learning model has pros and cons for classification. 

Some scientists are enhancing classification effectiveness by 

using multiple classifiers instead of one. Ensemble 

classification uses specified combination rules to combine 

classifiers [12]. Over the last decade, cancer researchers have 

focused on ensemble approaches and methodologies because 

of their importance. The ensemble technique aims to develop 

a global model for faster diagnoses, prognoses, and therapies, 

providing accurate problem solutions, estimators, and 

predictions [13]. Based on the association criteria, many 

classifiers are combined. This desire inspired the creation of 

the ensemble technique. Combining practical and theoretical 

verification yields the best prediction performance compared 

to separate models. Several ensemble learning algorithms 

have been developed for classification and regression to 

solve real-world situations [14]. Overall, two categories can 

be used to classify ensemble techniques. Heterogeneous and 

homogeneous ensemble approaches exist. Homogeneous 

ensembles use several classifier variants. These options may 

work. Bagging and boosting work best for homogenous 

ensembles. A bootstrap aggregator that bases learners on 

decision trees is "bagging." An acronym describes bagging. 

It applies to dataset properties and samples. A majority vote 

will determine the final projection of previously unseen data 

[15, 16]. Each basic learner will participate simultaneously 

in training. Heterogeneous ensemble learning uses multiple 

classification models as basic learners and aggregates their 

outputs to improve prediction accuracy. Increasing 
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prediction accuracy is the goal. Stacking is a heterogeneous 

ensemble. Integrating multiple base learners into a single 

dataset creates a new dataset with meta-level predictions. 

Next, a meta-level classifier accurately predictions the newly 

obtained data [17]. Heterogeneous model building involves 

merging a specific number of models and ensemble models 

with different parameterizations for predicting, both yielding 

the same outcome. 

II. RELATED WORKS 

AI, a promising tool, is being harnessed to diagnose 

disorders in medicine. It's important to note that no 

classification scheme is a one-size-fits-all solution. The 

classifiers, identified through 10-fold cross-validation, have 

shown promising results in lithofacies classification. The 

author of the reference [19] suggests a strategy for selecting 

several powerful learners to develop a learning model. 

These powerful learners include deep neural networks, 

SVMs, AdaBoost, and Gaussian processes. This study's 

ensemble, created via fusion using the sum rule on many 

classifiers, is a testament to the potential of AI. The authors 

of [20] used a genetic strategy for ensemble pruning on 

homogeneous ensembles to get the best twenty models. 

According to a recent study [21], separating poor performers 

from basic learners created a diverse, potentially effective 

class, ensuring that the ensemble only contains the best-

maintained classifiers. This optimistic outlook on AI's 

potential in medical diagnosis is a beacon of hope for 

pediatric cancer researchers and medical professionals. 

ROC-AUC measures classifier effectiveness. The 

homogeneous module includes this module. They combined 

four models using the sum rule and majority voting to create 

new training sets. It was suggested that CRISPR-DM [23] 

be used. This stacking-based model uses KNN, SVM, and 

decision tree algorithms. The model's performance was 

compared to individual classifiers. The data revealed that the 

model outperformed the classifications. Pediatric cancer 

researchers will benefit from this approach. Deep learning 

can help diagnose cancer using risk markers [25]. 

Moreover, supervised auto-encoding produced a 68% AUC. 

Cerv Detect is a hybrid model that [26] developed to detect 

cardiovascular disease. This model uses shallow neural 

networks and random forest classifiers. It was 93.9% 

accurate. With little data, [27] used mean value replacement 

and ensemble learning to predict CC risk. This analysis was 

done to accomplish its purpose. Researchers in [28] 

employed meta-classification techniques and feature 

selection methods to analyze the dataset. This assessed the 

dataset's characteristics. Meta-classifiers were five 

classifiers. The attribute they chose gave their proposal the 

lowest error rate. After comparing this method to other data 

balancing strategies, they chose a stacking algorithm for 

classification to improve two-stage classifier performance. 

After comparing all the methods, they chose this one. 

Classifiers were used to predict plant diseases [31]. Mixing 

classifiers helped them get high-quality findings. While the 

CC data may be uneven, earlier studies under the prediction 

did not reconcile it. Only some articles have examined 

relevant quality selection. Additionally, data imputation was 

done. By the usage of spatial data mining, the areas with 

high effected cervical cancer cases can also be identified 

[32, 33]. 

III. PROPOSED MODEL 

The model is modified to interpret the dataset, as CC risk 

factor classifications lack some values. An operationally 

effective solution is expected, removing or replacing 

missing values. Using missing value strategies, rows were 

reduced from 858 to 737, reducing the row count. Equations 

(1) and (2) utilize Numerical average and mode for 

categorical attributes to decrease features, replacing missing 

data with the mode, thereby reducing features over records. 

Description of Dataset: The University Sitario de Caracas 

hospital provided an 858-record CC dataset with 33 features, 

including patient medical data-generated risk variables and 

four cancer diagnostic tests. The model aims to increase 

coefficient of determination predicting accuracy. The 

dataset was created from a patient survey, but due to patient 

reluctance to provide personal data, it will be incomplete. 

Feature selection is crucial as the dataset contains properties 

that could potentially predict CC. The dataset consists of 

demographics, medical history, and behavior. The first 

dataset shows a '1' response, while the '0' response indicates 

a '0' response as shown n Figure 2. Patients often fear 

privacy and decline important questions, causing anxiety. 

The data analysis provides multiple options. 

Data pre-processing: The model is modified to interpret the 

dataset, as CC risk factor classifications lack some values. 

To improve operational efficiency, missing values are 

removed or replaced. Value strategies are included when 

working with massive datasets. Deleted and missing data 

reduces row count from 858 to 737. Numerical average and 

mode are used to decrease features, replacing missing data 

with the mode. 

𝑚𝑒𝑎𝑛 𝑎 =
1

𝑇
(∑ 𝑎𝑝

𝑛

𝑝=1

)                                                   (1) 

 𝑀𝑜𝑑𝑒 𝐶 = 𝐾 + (
𝑣𝑠 + 𝑣𝑠−1

(𝑣𝑠 − 𝑣𝑠−1) + (𝑣𝑠 − 𝑣𝑠+1)
) 𝑍     (2) 

Z indicates the model class's length, vs. 1 is its predecessor, 

and vs. 1 is its successor. 

Equation 3's basic imputer employs the mean to fill in 

numerical feature missing values. 

𝐵 =
1

𝑛
(∑ 𝑎𝑖

𝑛

𝑖=1
) = (𝑎1 + 𝑎2 + 𝑎3 + ⋯ + 𝑎𝑛)𝑛        (3) 
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To include missing data in category features, the Simple 

Imputer model with mode was used. The two datasets were 

joined to resolve any missing values. 

Data balancing 

The cervical cancer risk factor dataset has a severely skewed 

positive and negative classification distribution. The 

dataset's observations are predominantly non-malignant, 

accounting for 96% of the total, while only 4% are 

malignant. Unequal datasets have received little attention in 

cervical cancer risk factor dataset investigations. ISMOTE 

addresses the enormous CC dataset data imbalance. SMOTE 

undersampling and oversampling techniques are used in the 

ISMOTE resampling strategy. 

Feature Selection Algorithm: NBGFA  

The study used correlation analysis to identify redundant 

features in a dataset, removing duplicate attributes to 

improve model correctness and avoid bias. The SMOTE 

synthetic minority over-sampling strategy was employed to 

prevent overfitting. The dataset was used for training at 80% 

and testing at 20%, with 1282 records added to ensure equal 

representation of cancer patients and cancer-free 

individuals. The NGBFA, combining genetic operation and 

firefly binary version technology, was used to overcome 

overfitting [34]. 

Hybrid strategy stacking robust model 

There is no consensus on a categorizing algorithm that 

always produces the best results. Due to its higher accuracy 

than classifiers, ensemble learning has become prominent. 

This method uses resilient model stacking, a hybrid 

ensemble strategy. This method has the following steps: 

Homogenous Ensembling 

Step 1: First, divide the N-occurrence dataset into two data 

sets. These are the training and testing data sets. 

Step 2: Use an 'n' classifier for training data. Perform the 

first classifier. Repeat this method m times with different 

classifier settings to get a group of size m with a classifier 

accuracy over 75%. The goal can only be reached this way. 

Step 3: Maximum voting can be used to get predictions from 

the homogenous ensemble from Step 2. 

Step 4: After stages 2 and 3, the remaining classifier 

algorithms from 2 to n are applied. 

Heterogenous Ensembling 

Step 5: Apply step 3 predictions to all 'n' classifiers with an 

accuracy greater than 75% using maximum voting. 

Step 6: Step 5 predictions should be used to assess the 

classifier's accuracy. Figure 4 depicts the intended model 

architecture. 

 

 

Fig. 1: Architecture of the proposed work 
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Fig. 2: The original dataset's target variable results in a 

distribution 

Pseudo Code 

The proposed model's pseudo code is as follows: 

An Algorithm Pseudo Code Hybrid: Consider a Reliable 

Model Stacking Mechanism 

 Input:  

D:  Files 

N:  instances 

n:  classifiers  

Output: In addition to data classification, judgments and 

forecasts are supplied. 

Begin 

Step 1: Homogenous Ensemble  

Execute the function for 'n' classifiers if i is between 1 and 

n. 

Do this for j between 1 and m. For various parameter sets 

Classifierij(D) should be used. 

Classifier I must be part of an ensemble to exceed 75% 

accuracy. 

Step 2: Heterogenous Ensemble 

The output of I's step 1 grouped classifiers must be paired 

with a soft voting mechanism with classifier accuracies 

above 75% to make final predictions. Accurate projections 

require this. 

Step 3: Final model accuracy 

End 

IV. RESULTS AND DISCUSSIONS 

Python was used for machine learning model building, with 

code executed on Google Colab using a 2.65-GHz Intel Core 

i5 processor and 8GB of system RAM. Eight algorithms were 

implemented, including KNN, SVM, LR, RF, DT, XGBoost, 

and AdaBoost. The implementation process was repeated 

five times with different parameter values. A homogeneous 

assembly strategy with soft voting achieved level 1 ensemble 

precision. A heterogeneous ensemble at level 2 used each 

classifier ensemble's level 1 test data predictions. The hybrid 

ensemble-based resilient model stacking beats advanced 

classification methods. 

𝐴𝑐𝑐𝑢𝑎𝑟𝑐𝑦 =
TP

TP + TN + FP + FN
                (4) 

Sensitivity

recall
=

TP

TP + FN
                                    (5) 

Specificity

precision
=

TP

TP + FP
                                     (6) 

F1 − score = 2 ∗
recall ∗ precision

recall + precision
          (7) 

𝑅𝑂𝐶 − 𝐴𝑈𝐶 = 1 −
1

𝑝+𝑝−
∑ ∑ ((𝑓(𝑎+) < 𝑓(𝑎−))

𝑎−𝜖𝑃−𝑎+𝜖𝑃+

+
1

2
(𝑓(𝑎+) = 𝑓(𝑎−)))            (8) 

Machine learning metrics alone cannot adequately assess a 

model's science and impartiality. We use three statistical 

criteria to evaluate the model's statistical efficacy in this 

study. 

Cohen’s kappa: This common agreement measure measures 

the agreement between actual discoveries and expected 

outcomes in the categorization problem. According to [35], 

it measures the parties' agreement. 

𝑘 =
(𝑞𝑖 − 𝑞𝑗)

(1 − 𝑞𝑗)
                                                (9) 

Matthews’ correlation coefficient (MCC): The MCC 

evaluates binary class models in machine learning. In 

essence, it is a -1 to +1 correlation coefficient. [36]: [36] Our 

MCC calculation method: 

𝑀𝐶𝐶

=
TP × TN − FP × FN

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (10) 

Comparing NGBFA-HMS with Traditional Ensemble 

Classifiers 

TABLE I. Comparison of NGBFA-MSE biopsies with 

homogenous and heterogeneous classifiers. 

Classifier Accura

cy 

Precisio

n 

Recall F1-

Score 

E – KNN 87.1 89.2 87.6 86.4 

E – SVM 93.3 93.3 93.2 93.2 

E - LR 59.8 60.01 60.1 59.8 

E – RF 96.1 96.2 96.3 96.2 

E – DT 88.2 88.3 88.4 88.2 

E – 

XGBOOST 

96.4 96.1 96.1 96.2 
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E-

ADABOOS

T 

94.3 94.2 94.2 94.2 

Proposed 98.13 97.71 98.12 97.6 

 

 

Fig. 3: Comparison of NGBFA-MSE with Homo & 

Heterogenous Classifiers for Biopsy 

 

Fig.4: Analysis of ROC Curve with NGBFA-MSE for 

Biopsy 

Comparing NGBFA-HMS with Traditional Ensemble 

Classifiers 

Table II. Comparison of NGBFA-MSE with Hinselmann's 

homogeneous and heterogeneous classifiers. 

  Classifier Accuracy Precision Recall F1-

Score 

E - KNN 91.02 91.6 91.08 91.4 

E - SVM 94.8 95.02 95.01 95 

E - LR 73.02 74.7 72.87 73.1 

E - RF 94.2 94.9 95.03 95.01 

E - DT 92.8 93.6 93.8 94.01 

E – 

XGBOOST 

95.8 96.01 96 96 

E - 

ADABOOST 

94.9 95.7 95 95.01 

Proposed 97.32 96.012 97 97.01 

 

 

Fig.5: Comparison of NGBFA-MSE with Homo & 

Heterogenous Classifiers for Hinselmann 

 

Fig. 6: Analysis of ROC Curve with NGBFA-MSE for 

Hinselmann 

Result Analysis of target feature: Schiller 

Analysis of Individual Classifier Performances 

Age, count of pregnancies, count of contraceptive years, 

count of IUD years, number of years smoked, number of 

packs smoked per year, number of STDs, HIV, vulvo-

perineal condylomatosis, and Hepatitis B. Eleven ideal 

attributes were chosen for the Schiller target feature. We 

tallied Schiller target variable trial data using the prescribed 

model and achieved 96% accuracy. Tables 3 and Figure 7 

exhibit homogeneous and heterogeneous classifier results. 

The proposed NGBFA-hybrid model stacking is compared to 
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these results. Online ROC-AUC curve values are shown in 

Figure 8.  

Table III. Schiller's evaluated homogeneous and 

heterogeneous classifiers using the NGBFA-MSE. 

Classifier Accurac

y 

Precisio

n 

Recal

l 

F1-

Scor

e 

E - KNN 90.01 90.8 90.6 90.26 

E - SVM 92.8 93.01 93 93.01 

E - LR 69.32 69.9 70 69.6 

E - RF 94.67 95.1 95.06 95 

E - DT 89.01 89.1 89.07 89.08 

E – 

XGBOOST 

96.1 95.9 96 96.02 

E-

ADABOOS

T 

94.87 95 95.01 95 

Proposed 96.13 95.6 96.04 96.08 

 

 

Fig.7: Comparison of NGBFA-MSE with Homo & 

Heterogenous Classifiers for Schiller 

 

Fig. 8: Analysis of ROC Curve with NGBFA-MSE for 

Schiller 

Result Analysis of target feature: Citology 

Analysis of Individual Classifier Performances 

We chose five ideal attributes to determine citation aim 

feature traits. Table 4 shows that the proposed model has 

94.04% accuracy when tabulating experimental results for 

the citation target variable. Unlike the hybrid model stacking. 

The ROC-AUC curve values are shown in Figure 10. 

Table IV. Comparing different Homo & Heterogenous 

Classifiers with NGBFA-MSE for Citology 

Classifier/Metr

ic 

Accurac

y 

Precisio

n 

Recal

l 

F1-

Scor

e 

E - KNN 88.2 89.7 88.3 87.4 

E - SVM 85.9 86.02 86.02 86.1 

E - LR 57.9 61.01 60.9 58.7 

E - RF 91.2 92.6 93.01 92.6 

E - DT 91.2 91.9 92.02 91.7 

E – XGBOOST 90.4 90.1 90.01 90.4 

E – 

ADABOOST 

88.9 90.01 89.7 89.3 

Proposed 94.08 91.8 92 92.1 

 

 

Fig. 9: Comparison of NGBFA-MSE with Homo & 

Heterogenous Classifiers for Citology 

 

Fig.10: Analysis of ROC Curve with NGBFA-MSE for 

Citology 
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V. CONCLUSION 

This paper used a mathematical machine learning-based 

algorithm to evaluate many cervical cancer scenarios. The 

analysis is done using statistical techniques, machine 

learning, and cervical cancer detection methods. The 

proposed hybrid ensemble classifier from eight classification 

algorithms to predict CC accurately. We thoroughly 

researched and evaluated all modeling methods to determine 

the most effective design outcomes. The proposed hybrid 

approach classifier with two layers was utilized to test the 

methodology's accuracy and other metrics for each of the 

four target variables. The method uses resilient model 

stacking and the analysis matched the previously gathered 

dataset. The first level uses homogeneous ensembles of 

varied classifiers to predict cervical cancer. In contrast, the 

second uses heterogeneous classifiers with soft voting to 

predict cervical cancer using UCI repository risk data. Both 

tiers have classifiers. The imbalance problem in the dataset 

was solved using SMOTE. Despite using all four target 

variables, the NGBFA-HMS outperformed other 

classification algorithms. Sociodemographic features may 

include the sample data's location and education level. 

Consider many more sociodemographic parameters. 

Educational institutions and schools can inform students' 

families about improved healthcare. 
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