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Abstract: Integral images are widely used for computer vision applications such as face detection and object recognition because they can 

be utilized to speed up the feature computation step. In recent years, there has also been an increasing demand for the use of integral images 

in high-resolution computer vision applications. However, integral images need a significant amount of memory space since it exploits a 

large word length to represent the accumulation for filtering operations. There have been studies on the size reduction of the integral images 

such as word length reduction and partial accumulation methods. However, these approaches were not suited for high-resolution 

applications because their memory usage increases rapidly following the image resolution. Therefore, in this letter, we present a filter-

driven integral image generation method for scalable integral image resolution. The proposed method generates integral images following 

the filter height which has much smaller dimension than the image resolution that the previous studies used. Consequently, the proposed 

filter-driven method is less affected by the image resolution of target applications. Evaluation results show the proposed method is scalable 

up to ultra-high definition (UHD) by reducing the memory usage by 76.4% compared with the state-of-the-art. 
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1. Introduction 

Integral image was originally introduced as the summed-

area table for texture mapping in computer graphics [1], and 

is now widely adopted in computer vision applications [2]. 

It is a data structure for quickly and efficiently generating 

the sum of values in a rectangular subset of a grid and thus, 

used for face detections and object recognition algorithms 

to speed up the feature computation step. Recently, there is 

an increasing demand for the use of integral images in high-

resolution applications because features need to be detected 

in the overlapping or occlusion conditions in crowded 

environments [3]. However, the integral image needs a 

significant amount of memory space since its pixel values 

are generated by accumulating all the previous pixels in the 

input image. 

There have been studies on reducing the size of integral 

images [4-8]. A word length reduction scheme exploits 

modulo operation and rounding to reduce the word length of 

integral images [4, 5], but it incurs rounding errors. This 

problem was solved by a partial accumulation method that 

does not use the rounding but accumulates only a part of 

pixel values rather than all the previous pixels in producing 

integral image pixels [6]. However, these methods were not 

suited for recent high-resolution applications because they 

rapidly increase the memory usage following the image 

resolution. Dynamic integral image generation methods 

store the integral image for a small size filter rather than that 

for the entire image [7, 8]. However, they require as many 

memory blocks as the vertical length of the filter to 

dynamically produce an integral image of the filter within a 

single clock cycle. Therefore, these approaches are not 

suitable for modern studies accommodating large filters 

with long vertical lengths [9]. 

In this letter, we present a filter-driven integral image 

generation method to support the scalable image resolution. 

The method stores the integral image following the filter 

height that has much smaller dimension than the image size 

which is used by the previous studies and thus, is less 

affected by the image resolution. As a result, the proposed 

method is scalable up to the ultra-high definition (UHD) by 

saving its memory space by 76.4% from the state-of-the-art 

[6]. 

2. A Filter-Driven Method for Producing Integral 

Images 

Conventionally, integral images are produced according to 

the Eq. (1). Each pixel in the integral image is calculated by 

accumulating all the input pixels residing before the current 

pixel in the input image. Therefore, its memory size 

becomes very large to represent the accumulation of the 

input pixels. Moreover, the memory size grows rapidly 

regarding the input resolution because of the intensive pixel 

accumulation made in the high resolution integral images.  

𝑖𝑖(𝑥, 𝑦) = ∑ ∑ 𝑖(𝑥′𝑦
𝑦′=0

, 𝑦′𝑥
𝑥′=0 )  0 ≤ 𝑥 < 𝑊, 0 ≤ 𝑦 < 𝐻

 (1) 

where i (x’, y’) is the pixel value at position (x’, y’) of an 

input image i, ii (x, y) is the pixel value at position (x, y) of 
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an integral image ii, and W and H are the width and the 

height of the input image i, respectively. 

Therefore, we introduce a scalable method in producing the 

integral images that is less affected by the image resolution. 

Conventionally, an integral image takes memory space of 

WH, where W and H are the width and height of input 

image, respectively, as illustrated in Figure. 1a. Note that 

the integral image pixels that finished filtering are not used 

anymore during the filtering process that proceeds with a 

sliding window manner from the top-left to the bottom-right 

of the input image. Therefore, the proposed method 

overwrites the newly produced pixels to the memory 

location containing the obsolete pixels, as described in 

Figure. 1b. As a result, the integral image from the proposed 

method takes smaller memory space of WH’ compared 

with that from the state-of-the-art [6] which takes memory 

space of WH because filter height H’ is generally far 

smaller than H. Generally, row integral values of the pixels 

corresponding to H’ are stored rather than the column 

integral values since typical systems receive an input image 

row by row as shown in Figure. 1a. However, the memory 

space can be reduced further to W’H in case a system 

receives the input image in column-wise manner because 

reducing the width has higher impact than reducing the 

height in memory layout with typical aspect ratio of larger 

width than height. 

Algorithm 1 shows the main procedure of the proposed 

integral image generation method. An integral image is 

produced by incrementing the position variables x and y 

from the top-left to the bottom-right of the input image, and 

a filtering takes place when the integral image is prepared 

for the filtering i.e. when it gets larger than the filter 

dimension. Conventionally, an integral image pixel ii (x, y) 

is produced by adding the input pixel i (x, y), integral image 

pixel ii (x, y-1), and the row integral image pixel rii (x-1, y) 

which is the cumulative row sum of all input pixels up to the 

left of the i (x, y) [2]. Meanwhile, the memory address of an 

integral image pixel is counted up until it reaches the address 

of WH-1. On the contrary, the proposed method initializes 

the memory address of the integral image at WH’-1 to 

zero, thereby overwriting the newly computed pixels to the 

memory location of the obsolete pixels. This approach saves 

memory usage by 83.23% for the UHD resolution compared 

with the conventional method [2]. 

Algorithm 1:  The main procedure of the proposed 

integral image generation method 

Input: i (x, y): the pixel value at position (x, y) of an 

input image i; W and H: the width and the height 

of an input image i, respectively; W’ and H’: the 

width and the height of a filter f; 

Variables: ii (x, y): the pixel value at position (x, y) 

of an integral image ii; rii (x, y): the pixel 

value at position (x, y) of a row integral 

image rii; 

1: memory address of ii  ←  0; 

2: x ← 0, y ← 0; 

3: while (y < H) do 

4:  while (x < W) do 

5:    𝑖𝑖 (𝑥, 𝑦) ← 𝑖𝑖 (𝑥, 𝑦 − 1) + 𝑟𝑖𝑖 (𝑥 − 1, 𝑦) +

𝑖 (𝑥, 𝑦); 

6:    if (memory address of ii  == (W H ’-1)) then 

7:      memory address of ii  ←  0; 

8:    else 
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Fig 1. Integral image pixels stored in memory space (a) conventional scheme (b) proposed scheme 
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3. Evaluation Results 

As shown in Figure. 2, we investigate the memory usage of 

the integral image following both the filter size and image 

resolution. We use the full-high definition (FHD) and UHD 

images as test image resolutions because these are widely 

adopted in recent computer vision systems. Even though the 

memory usage of the proposed method increases following 

the filter size as shown in Figure. 2a, it is still far less than 

that of previous studies. In order to evaluate the memory 

usage regarding the image resolution, we adopt the 

387387 filter which is the largest filter dimension 

generally adopted in integral images [9]. As shown in 

Figure. 2b, the memory usage of the proposed scheme 

shows modest increase regarding the image resolution, 

whereas the memory usages increase rapidly for the 

previous approaches. Memory space is saved by 52.3% and 

76.4% for the FHD and UHD, respectively, from this work 

compared with that from the state-of-the-art [6]. 

4. Conclusion 

We propose a filter-driven integral image generation 

method for scalable image resolution. In the proposed 

method, the memory usage is less affected by the image 

resolution because the integral image is produced following 

the filter height rather than the input image resolution. The 

proposed method is scalable up to the UHD by reducing 

memory space by 76.4% compared with the state-of-the-art. 
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Fig 2. Memory usage comparison of the integral image 

following  

(a) the filter size and (b) the image resolution. 

Note: filter height equals to filter width. 


