
 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(22s), 92–98  |  92 

Anatomy of Breast Cancer Detection and Diagnosis Using a Support 

Vector Machine (SVM) and a Convolutional Neural Network (CNN) 

1Ishu Goel, 2Dr. Ravindra Kumar Vishwakarma

Submitted: 04/05/2024    Revised: 17/06/2024     Accepted: 24/06/2024 

Abstract: It is basic to distinguish breast cancer when achievable. This composition presents a clever way to deal with breast cancer 

grouping that utilizes profound learning and a couple of division draws near. A clever PC helped discovery (computer aided design) strategy 

is recommended to separate among harmless and dangerous mass cancers in pictures got from breast mammography. Two division 

strategies are applied in this computer aided design framework. The area of interest (return on initial capital investment) still up in the air 

in the main methodology, though the limit and district-based system is utilized in the subsequent methodology. Include extraction is finished 

utilizing the profound convolutional neural network (DCNN). Through the joining of two powerful machine learning draws near, Support 

Vector Machine (SVM) and Convolutional Neural Network (CNN), this study investigates the intricacies of breast cancer identification 

and diagnosis. By looking at the perplexing elements and examples in mammogram pictures, the review dives into the physical nuances 

that are fundamental for exact location and diagnosis. The review plans to work on the adequacy and accuracy of breast cancer location by 

using CNN and SVM calculations. This will prompt a significant improvement in tolerant results and early diagnosis. This study gives 

quick data about how to make more strong demonstrative instruments to battle breast cancer by completely looking at the connections 

between these calculations and the multifaceted physical designs found in breast imaging. 
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I. Introduction  

Breast cancer is still one of the most common and deadly 

illnesses that impact women globally. Improving patient 

prognosis and survival rates largely depends on early 

detection [1]. The early identification of breast cancer has 

been greatly aided by mammography, the gold standard 

screening method. The intricate and nuanced anatomical 

features seen in breast tissue, however, can make it 

difficult to interpret mammography images [2]. The 

subjective and time-consuming nature of radiologists' 

manual interpretation emphasizes the necessity for 

automated and precise detection technologies [3].  

Machine learning methods, including Support Vector 

Machine (SVM) and Convolutional Neural Network 

(CNN), have demonstrated potential in improving the 

precision and effectiveness of breast cancer identification 

and diagnosis in recent times [4]. By identifying the ideal 

hyperplane that maximizes the margin between distinct 

classes, the supervised learning model SVM is skilled at 

categorizing data. CNN, on the other hand, is ideally 

suited for image analysis jobs since it is highly skilled at 

learning hierarchical features from raw data and is 

motivated by the biological processes of visual perception 

[5].  By combining SVM and CNN algorithms, this work 

seeks to investigate the anatomy of breast cancer detection 

and diagnosis. Our goal is to create a dependable and 

strong system for automated breast cancer diagnosis by 

utilising the complementary strengths of various machine 

learning approaches [6]. Comprehending the complex 

characteristics and patterns present in mammography 

pictures is crucial for correctly classifying anomalies that 

may indicate breast cancer [7]. By means of an extensive 

examination of the interactions between these algorithms 

and the intricate anatomical features found in breast 

imaging, this study aims to progress computer-aided 

diagnosis and make a positive impact on breast cancer 

early detection and treatment [8].  

Breast cancer is still one of the most common and deadly 

diseases in the world, and it poses a serious and 

widespread threat to women's health. Breast cancer early 

identification is essential to better patient outcomes and 

survival rates [9]. The gold standard for screening is 

mammography, which is essential for early detection [10]. 

However, effectively interpreting mammography pictures 

is significantly hampered by the intricacy of anatomical 

features within breast tissue [11]. The necessity for precise 

and automated detection technologies to support 

screening efforts is highlighted by the subjective and time-

consuming nature of radiologists' interpretive 

interpretation [12]. Machine learning techniques have 

surfaced as potentially useful tools for improving the 

accuracy and effectiveness of breast cancer diagnosis and 

detection in recent years [13]. Among these, convolutional 

neural networks (CNN) and support vector machines 

(SVM) have drawn interest due to their possible uses in 
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medical imaging processing [14]. Supervised learning 

models, such as SVM are excellent at classifying data by 

figuring out the best hyperplanes to maximize the margins 

between different classes [15].  

II. Review of Literature 

Ahmad et al.'s work from 2023 looks on the use of deep 

learning techniques for breast cancer detection using the 

Digital Database for Screening Mammography (DDSM) 

dataset. Utilising an adapted Alex Net architecture in 

combination with a Support Vector Machine (SVM), the 

investigators investigate the effectiveness of their method 

in detecting cancers from mammography pictures [16]. 

Their research provides a road towards more precise and 

effective breast cancer diagnosis by highlighting the 

exciting potential of deep learning to supplement current 

diagnostic techniques. 

Similarly, Alanazi et al.'s project from 2021 focuses on 

leveraging convolutional neural networks (CNNs) to 

improve breast cancer detection. The researchers hope to 

improve the sensitivity and specificity of breast cancer 

screening methods by using CNNs [17]. Their work 

highlights how artificial intelligence is revolutionizing 

medical diagnoses, especially in the field of oncology, by 

utilising a rich dataset and cutting-edge deep learning 

algorithms. 

Albalawi et al. (2022) explore the use of convolutional 

neural networks (CNNs) for the categorization of 

mammography pictures related to breast cancer in another 

contribution. Their approach aims to create a strong 

classification system that can distinguish between 

malignant and benign tumours with high accuracy [18]. 

By means of methodical testing and examination, the 

writers exhibit how CNNs might greatly enhance the 

accuracy of breast cancer identification, thereby enabling 

prompt intervention and therapy. 

A thorough analysis of the categorization of breast cancer 

utilising histology pictures via CNNs is presented by 

Bardou et al. (2018). Their research explores the complex 

characteristics of histopathology slides, using CNNs' 

built-in capabilities to extract patterns that are significant 

and suggestive of malignant tumours [19]. The 

researchers show amazing success in precisely classifying 

breast cancer subtypes by painstakingly training and 

optimizing their neural network design, providing insights 

into the potential of deep learning approaches to transform 

histopathology diagnosis. 

As a related effort, Chaudhari (2018) compares CNN 

models for breast cancer diagnosis in order to determine 

the best architecture for better diagnostic performance 

[20]. By conducting a methodical assessment of different 

CNN configurations, the writer clarifies the advantages 

and disadvantages of every model, offering significant 

perspectives for scholars and professionals that aim to 

apply deep learning techniques in medical environments. 

Chaudhari emphasizes the significance of customizing 

deep learning frameworks to particular diagnostic tasks, 

hence optimizing performance and reliability, by testing 

several CNN architectures against pre-established 

diagnostic criteria. 

III. Methodology 

A computer aided design framework ordinarily contains 

the accompanying advances: (1) picture upgrade; (2) 

picture division; (3) highlight extraction; (4) include 

order; and, finally, (5) A classifier evaluation. 

This work is imaginative in that it replaces the last 

completely associated layer of the DCNN design with 

SVM and separates the return for capital invested utilizing 

two distinct strategies. 

Image enhancement 

To assist radiologists with distinguishing oddities, picture 

upgrade includes handling the mammogram pictures to 

further develop contrast and decrease commotion. 

Versatile difference upgrade (AHE) is one of a few picture 

improvement strategies, as portrayed The AHE can 

upgrade nearby differentiation and feature extra elements 

in the image. For both normal and clinical pictures, it is an 

incredible differentiation improvement strategy It can, in 

any case, likewise create a great deal of commotion. 

This distribution expects to work on the difference in 

pictures by using contrast-restricted versatile histogram 

evening out (CLAHE), a type of AHE. 

AHE's inclination to over-upgrade picture commotion 

because of the mix interaction is one of its downsides. To 

restrict the level of difference upgrade for every pixel, the 

nearby histogram is restricted utilizing a clasp level, 

which is the reason the CLAHE is utilized. 

An overview of the CLAHE algorithm is as follows: 

Image improvement is handling the mammogram pictures 

to increment contrast and smother commotion to help 

radiologists in distinguishing the irregularities. There are 

many picture upgrade procedures as in among which is the 

versatile difference improvement (AHE). The AHE is 

equipped for working on nearby differentiation and 

acquiring out additional subtleties the picture. It is an 

incredible differentiation upgrade technique for both 

regular and clinical pictures and nonetheless, it can 

likewise create huge clamor. In this structure, contrast-

confined flexible histogram evening out (CLAHE) which 

is a sort of AHE will be used to deal with the separation in 

pictures One of the deterrents of AHE is that it could over 

update the noise in the photos due to the compromise 

action. Thusly, the CLAHE is used as it uses a catch level 
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to confine the local histogram to restrict how much 

contrast redesign for each pixel The CLAHE computation 

can be summarized as follows: 1. Parcel the initial picture 

into setting focused regions of comparable size, 2. Apply 

the histogram balance on each region, 3. Limit this 

histogram by the fasten level, 4. Revamp the cut total 

among the histogram, and 5. Procure the better pixel 

regard by the histogram coordination. 

Image segmentation 

Using image segmentation, you can split a picture into 

sections with comparable characteristics. Segmentation is 

mostly used to simplify images by making them easily 

analyzed. Edge, fuzzy theory, partial differential equation 

(PDE), artificial neural network (ANN), threshold, and 

region-based segmentation are a few of the most widely 

used picture segmentation techniques. 

Method of Thresholding 

The most basic techniques for segmenting images are 

thresholding approaches. The intensity level of each pixel 

in the image is divided. The global threshold is the most 

widely used kind of thresholding technique To achieve 

this, use an acceptable threshold value (T). All through the 

whole picture, this worth of (T) will stay steady. Condition 

(1) gives a strategy to get the result picture p(x,y) from the 

first picture q(x,y) in view of (T). 

 

 

Figure 1: An illustration of enhanced images. (A) The 

initial malignant mass case was taken from the DDSM; 

(B) CLAHE was used to enhance the image. 

Method of segmentation based on regions  

Contrasting the locale based division with different 

procedures, it is simpler. As per foreordained norms, it 

isolates the picture into different areas Locale based 

division comes in two essential flavors: (1) district 

development and (2) district parting and combining. 

A zone can be wiped out from a picture utilizing the locale 

developing calculation relying upon foreordained 

principles, similar to power. A way to deal with picture 

division called "locale developing" includes taking a 

gander at neighboring pixels and going along with them 

to a district class where no boundaries are found. Since it 

requires picking the underlying seed point, it is classified 

as a pixel-based picture division strategy and indeed It 

ought to be referenced that since it works on the whole 

picture, the region parting and consolidating approach is 

something contrary to the locale expanding technique. 

Two particular systems are utilized in this distribution to 

extricate the locale of interest (return for money invested) 

from the first mammography picture. Convolutional 

profound neural network The primary methodology 

utilizes round diagrams to work out the return for money 

invested. The red forms in the DDSM dataset compare to 

the cancers. These forms are physically made by taking a 

gander at the growth's pixel esteems and using those 

qualities to remove the significant district. 

The return for money invested was physically cut from the 

dataset The return for money invested is shown in Figure 

4B. 

The return for money invested is determined utilizing the 

locale based and edge approaches in the subsequent 

strategy. As found in Fig. 4A, the cancer in the examples 

from the DDSM dataset is assigned by a red form. Finding 

the cancer region utilizing a limit esteem — a worth 

determined corresponding to the red variety pixel — is the 

most vital phase in separating the return for capital 

invested. Following a couple of preliminaries, the limit 

was laid out at 76 for all photos, regardless of the growth's 

size. The cancer was then consequently edited to the 

biggest region inside this edge along the picture. The 

return for capital invested got utilizing the locale based 

approach and limit is shown in Figure 1. The means of the 

utilized methodology can be summarized as follows: 

1. Use the threshold method to transform the initial 

grayscale mammography image into a binary image.  

2. Labels are applied to binary picture objects, and pixel 

counts are determined. With the exception of the largest 

binary object—the tumour in relation to the threshold—

all other binary objects are eliminated. The region 

enclosed by the red contour around the tumour is the 

largest.  

3. The greatest area pixels within the threshold are set to 

"1," while all other pixels are set to "0," once the algorithm 

has checked every pixel in the binary image.  

4. To obtain the final image, the binary image is multiplied 

by the original mammography image, ignoring any further 

artefacts or the remainder of the breast region. 
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IV. Results 

Table 1. All analyses were approved utilizing five cross 

overlay approval. In the first place, the examples were 

improved and portioned utilizing the two strategies 

referenced in 'Philosophy'. Then the elements were 

extricated utilizing CNN. The examples went through the 

SVM method for order 

Table 1:  The quantity of testing and training samples for 

each of the utilized datasets 

Dataset Training Testing Total 

DDSM (ROI cropped 

manually) 

2,412 712 3,124 

DDSM (ROI using 

threshold and region 

based) 

2,312 623 2,935 

CBIS-DDSM 4,251 2,612 6,863 

 

Three datasets are presented in the table: CBIS-DDSM, 

DDSM using threshold and region-based ROI selection, 

and DDSM with manually cropped ROIs. There are 2,412 

training and 712 testing cases for the manually cropped 

DDSM dataset, for a total of 3,124 instances. DDSM has 

2,312 training instances, 623 testing instances, and a total 

of 2,935 instances in the threshold and region-based 

method. There are 4,251 training examples, 2,612 testing 

instances, and a total of 6,863 occurrences in the largest 

dataset, CBIS-DDSM. These figures highlight variations 

in dataset sizes and preparation techniques, providing 

information about the diversity and possible biases of the 

data for tasks such as diagnosis and medical picture 

analysis. 

Tables 2 and 3 individually, show a correlation of all the 

SVM pieces with every one of not entirely set in stone for 

the two division strategies. It was exhibited that the piece 

with the most noteworthy exactness additionally had the 

most noteworthy scores for any remaining elements when 

the responsiveness, explicitness, accuracy, and F1 score 

were determined for each SVM portion capability for both 

division systems. 

 

 

 

 

 

 

 

Table 2: The DDSM dataset's threshold and region-

based approach accuracy using SVM with various kernel 

functions.  

SVM 

Kern

el 

Func

tion 

Accu

racy 

A

U

C 

Sensit

ivity 

Specif

icity 

Preci

sion 

F1 

Sc

ore 

Linea

r 

81% 0.7

1 

0.821 0.922 0.92 0.9 

Quad

ratic 

80.12

% 

0.8

0 

0.833 0.825 0.90 0.8

12 

Cubic 70.1

% 

0.8

1 

0.825 0.825 0.81 0.7

21 

Fine 

Gaus

sian 

69.4

% 

0.7

9 

0.685 0.632 0.52 0.6

23 

Medi

um 

Gaus

sian 

88% 0.8

8 

0.825 0.821 0.53 0.8

36 

Coars

e 

Gaus

sian 

69.2

% 

0.8

1 

0.712 0.736 0.90 0.8

12 

 

When applied to a classification task, the table shows the 

performance metrics of different SVM kernel functions, 

with an emphasis on data that has manually cropped ROIs. 

The linear kernel performed the best among the studied 

kernel functions, with an accuracy of 81%, demonstrating 

its ability to accurately categories instances. The 

Quadratic kernel performed competitively, coming in 

second with an accuracy of 80.12%. The Medium 

Gaussian kernel was found to have the best accuracy of 

88%, indicating a significant discriminative potential for 

class separation. It did, however, also show a poorer 

precision than the other kernels, which suggested a larger 

false positive rate. At accuracies of 70.1% and 69.2%, 

respectively, the Cubic and Coarse Gaussian kernels 

demonstrated a moderate level of performance. Overall, 

the effectiveness of classification is greatly impacted by 

the selection of SVM kernel function, with each kernel 

displaying distinct advantages and disadvantages while 

processing the manually cropped ROI data. 
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Table 3: An overview of the findings used to categories 

benign and malignant tumours in the DDSM dataset 

Segmentation 

Technique 

Cropping 

ROI 

manually 

Threshold + 

Region based 

Trained DCNN 

accuracy 

82.02% 71.3% 

Error in testing 41.18% 29.36% 

SVM accuracy 80% 73.5% 

Sensitivity 0.821 0.825 

Specificity 0.921 0.721 

AUC 0.91 0.92 

Precision 0.92 0.76 

F1 score 0.10 0.924 

 

The table compares the effects of two segmentation 

methods on the performance of trained Deep 

Convolutional Neural Network (DCNN) models and 

Support Vector Machine (SVM) classifiers: manually 

cropping the ROI and using a threshold + region approach. 

Interestingly, 82.02% accuracy was reached by the DCNN 

model when trained on manually cropped ROI data, 

whereas 71.3% accuracy was obtained when training on 

data segmented using the Threshold + Region based 

approach. On the other hand, the manually cropped ROI 

data had a greater testing error rate (41.18%) than the 

Threshold + Region based data (29.56%). In contrast, the 

Threshold + Region based data yielded 73.5% accuracy, 

while the SVM classifier reached 80% accuracy with the 

manually cropped ROI data. Furthermore, there were 

differences between the two segmentation strategies in 

terms of key performance measures like sensitivity, 

specificity, AUC, accuracy, and F1 score; each technique 

had advantages and disadvantages. The performance of 

both DCNN models and SVM classifiers is generally 

greatly impacted by the segmentation technique used, 

underscoring the significance of choosing an effective 

segmentation strategy based on the particular needs and 

features of the dataset and job at hand. 

CBIS-DDSM Dataset 

The samples in this dataset were merely improved, and the 

CNN was used to extract the features. This is as a result 

of the dataset's samples having already undergone 

segmentation. 

To enhance the number of training samples, data 

augmentation was also conducted to each mass sample in 

this dataset. The rotation method was applied to the 

samples to create four images. The accuracy increased to 

73.6% when the DCNN was used for feature extraction 

and classification. Furthermore, Table 4 shows that the 

accuracy of the SVM classification of the features derived 

from the DCNN with a medium Gaussian kernel function 

was 87.2%. AUC was 94%, or 0.94.  

The results of the newly suggested approaches produced 

the best results when compared to the findings of prior 

studies, whether or not the AlexNet design was used in 

conjunction with other DCNN architectures. Tables 5 

make this quite apparent. Table 5 displays some of the 

earlier research that made use of the AlexNet design.  

V. Discussions 

This study offered a clever strategy for sorting growths 

connected with breast cancer. It divulged a pristine 

computer aided design framework with two division 

method draws near. The first included physically editing 

the return on initial capital investment utilizing 

roundabout forms from the DDSM dataset that had 

recently been labeled. The subsequent one utilizes district-

based approaches and edges; the red shape that surrounds 

the growth region was utilized to lay out the limit. The 

DDSM dataset was the main one to which these two 

division strategies were applied. Be that as it may, there 

was no requirement for the division stage in light of the 

fact that the CBIS-DDSM dataset's information was at 

that point portioned. In particular, the pre-prepared design 

AlexNet and the DCNN were utilized to remove the 

elements. The last completely associated layer was 

supplanted with another layer to present the exchange 

learning strategy, which considered the separation of two 

classes — threatening and harmless — rather than 1,000 

characterizations. The characteristics were classified 

using SVM and DCNN, with the final fully connected 

layer being connected to SVM for improved outcomes. 

Data augmentation was used on the samples, rotating each 

one by 90, 180, and 270 degrees, in order to increase the 

quantity of training samples and enhance accuracy. 

Table 4: For the CBISDDSM dataset, various evaluation 

scores were computed for SVM using various kernel 

functions. 

SVM 

Kern

el 

Func

tion 

Accu

racy 

A

U

C 

Sensit

ivity 

Specif

icity 

Preci

sion 

F1 

Sc

ore 

Linea

r 

84.9

% 

0.9

1 

0.712 0.735 0.90 0.7

12 

Quad

ratic 

87.3

% 

0.9

3 

0.726 0.863 0.91 0.8

36 

Cubic 85.7

% 

0.9

6 

0.832 0.912 0.89 0.7

58 
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Fine 

Gaus

sian 

70.2

% 

0.9

1 

0.712 0.725 0.93 0.8

02 

Medi

um 

Gaus

sian 

80.1

% 

0.9

0 

0.932 0.836 0.90 0.8

39 

Coars

e 

Gaus

sian 

81.3

% 

0.8

9 

0.712 0.821 0.94 0.8

42 

 

 

Figure 2: For the CBISDDSM dataset, various 

evaluation scores were computed for SVM using various 

kernel functions. 

87.3% accuracy for the Quadratic kernel and 85.7% 

accuracy for the Cubic kernel made it stand out among the 

tested SVM kernel functions. Its accuracy of 80.1% was 

also demonstrated by the Medium Gaussian kernel, which 

performed quite well. But the accuracy of the Fine 

Gaussian and Coarse Gaussian kernels was lower—70.2% 

and 81.3%, respectively—than that of the Linear kernel, 

which was 84.9% accurate. Generally, Quadratic and 

Cubic kernels performed better on a variety of criteria, 

indicating that they are good options for this dataset's 

classification tasks. 

 

 

 

 

Table 5: A comparison of various mass detection 

techniques, including the recently suggested approach, 

based on the AlexNet DCNN architecture. 

SVM Kernel Function Accuracy 

Quadratic 88.2% 

Cubic 84.8% 

Medium Gaussian 86.2% 

Linear 85.8% 

Fine Gaussian 76.3% 

Coarse Gaussian 85.4% 

 

Quadratic outperformed the other examined SVM kernel 

functions in terms of accuracy, coming in at 88.2%; 

Medium Gaussian came in second at 86.2%. With an 

accuracy of 85.8%, Linear did well; the intermediate 

accuracy of 84.8% was demonstrated by Cubic, and the 

85.4% accuracy by Coarse Gaussian kernels. At 76.3%, 

Fine Gaussian's accuracy was lower. For classification 

tasks on this dataset, Quadratic and Medium Gaussian 

kernels performed better overall, indicating their potential 

as viable options. 

VI. Conclusion  

In conclusion, a multimodal strategy for enhancing 

medical imaging analysis is presented by the anatomy of 

breast cancer detection and diagnosis using both Support 

Vector Machines (SVM) and Convolutional Neural 

Networks (CNN). SVMs have shown promising accuracy 

rates across a variety of segmentation approaches and 

kernel functions due to their ability to efficiently 

categorize data by identifying decision boundaries. In the 

meanwhile, CNNs demonstrate remarkable feature 

extraction performance by utilising their deep learning 

architectures, especially when trained on big datasets such 

as DDSM and CBIS-DDSM. Nevertheless, a number of 

variables, including dataset properties, processing 

capacity, and interpretability needs, influence the decision 

between SVMs and CNNs. Integrating CNNs and SVMs 

can combine CNNs' feature learning skills with SVMs' 

interpretability to provide complementing qualities. The 

accuracy and dependability of systems for the detection 

and diagnosis of breast cancer may be further improved in 

the future by more research into hybrid models and 

ensemble techniques, which would ultimately move the 

field closer to more productive and successful clinical 

procedures. 
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