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Abstract: Image Captioning is a process of transforming an input image into textual description. It uses both Computer Vision and 

Natural Language Processing techniques in order to generate captions. There are various image caption applications which include 

automation of annotation and tagging of images, self-driving cars, virtual and augmented reality applications, surveillance and security 

systems, object recognition and detection of images and videos. The existing techniques proposed are Bidirectional Recurrent Neural 

Network (BRNN), Convolution and Recurrent Neural Networks (CNN and RNN) with lack of context and appropriate meaning. The 

present paper proposes story telling of a single image using vision transformers. This paper narrates a story of a single image by applying 

a proposed algorithm named as Image Description Vision Transformer (IDVT).IDVT combines both preprocessing techniques and 

unsupervised algorithms of k means and mean shift to generate various descriptions of the same image and finally end up with a story. 
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1 Introduction 

Computer Vision is an interdisciplinary field that 

empowers to interpret and figure out visual data from the 

world, similar as the human visual framework. It 

includes a scope of strategies and innovations that permit 

computers to procure, process, break down, and extract 

images and recordings to extract significant data and go 

with choices in view of that data. The main aim of 

computer vision is an exact copy of human vision [3]. It 

uses digital images as input and participate various tasks 

like image processing, image analysis, object detection 

and recognition, image segmentation and biometrics etc. 

Computer Vision has a large number of utilizations 

across businesses, including medical services, car, 

diversion, producing, farming, security, and that's only 

the tip of the iceberg [3]. As innovation propels, 

computer vision keeps on advancing, with progressing 

research in regions like reasonable artificial intelligence 

(interpretable models), generative models, and joining 

vision with different modalities like language 

understanding for more refined simulated intelligence 

frameworks. Image Captioning is a technology that 

combines Computer Vision and Natural Language 

Processing (NLP) to create clear and logically pertinent 

text based portrayals for pictures. The objective of Image 

captioning to empower computers to figure out the 

substance of a picture and create a cognizant sentence or 

a short section that depicts what's going on in the picture. 

Image captioning has various applications such as 

Artificial Intelligence, Accessibility, Content Indexing, 

Social Media, Education and Tourism and Navigation. 

Be that as it may, Image captioning additionally 

accompanies difficulties. The created inscriptions ought 

to be exact, applicable, and linguistically right. 

In order to produce captions that are consistent with 

human comprehension, the model must comprehend the 

image's context. Additionally, handling uncommon or 

unseen scenes or objects presents a challenge that 

necessitates robust model architectures and training data. 

Image captioning is an active area of research within the 

broader fields of computer vision and natural language 

processing. Image captioning models are becoming more 

sophisticated as AI technologies advance, able to 

produce high-quality captions that convey the essence of 

visual content. 

A Vision Transformer, often abbreviated as ViT, is a 

type of deep learning model designed for computer 

vision tasks. The Vision Transformer model leverages 

the same transformer architecture that has been highly 

successful in natural language processing (NLP) tasks, 

such as machine translation and text generation. Image 

Captioning using Vision Transformers (ViTs) is an 

exciting application of deep learning that involves 

generating textual descriptions or captions for images. 

Vision Transformers have shown promise in various 

computer vision tasks, including image captioning. 

Vision Transformers (ViTs) are useful for image 

captioning due to their ability to capture rich spatial 

information in images and generate coherent and 
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contextually relevant textual descriptions. ViTs can learn 

hierarchical features, from low-level details like edges 

and textures to high-level semantic concepts. This 

enables them to capture a wide range of visual 

information, making their representations suitable for 

generating descriptive captions. Vision Transformers are 

scalable to handle both low-resolution and high-

resolution images. By splitting the image into patches 

and processing them independently, ViTs can effectively 

capture fine-grained details, making them adaptable to 

various image sizes and complexities .In [22] Due to 

their ability to model complex relationships in data, 

Vision Transformers often require less hand-engineering 

and data augmentation techniques compared to 

traditional convolution neural networks (CNNs). This 

can lead to more robust caption generation models. 

Vision Transformers generate attention maps that 

indicate which parts of the image are most relevant when 

generating each word in the caption. These attention 

maps can provide insights into why the model generated 

a particular description, enhancing interpretability. 

Vision Transformers can be combined with text-based 

Transformers (like BERT or GPT) to create multimodal 

models. These models can jointly process both images 

and text, enhancing their ability to generate contextually 

relevant captions by incorporating knowledge from both 

modalities. By using sampling or beam search decoding 

strategies, Vision Transformers can generate diverse and 

creative captions for the same image. This diversity can 

be valuable in ensuring that the generated captions are 

not repetitive and appeal to a broader audience. 

Constructing a story using Vision Transformers (ViTs) 

can be a unique and creative endeavor. Vision 

Transformers are a type of deep learning model designed 

for computer vision tasks, which makes them particularly 

interesting for generating visual narratives. 

2 Related work 

Client stories have been broadly acknowledged as 

ancient rarities to catch the client prerequisites in agile 

programming improvement studied in [13]. They are 

short bits of texts in a semi-organized design that express 

prerequisites. Natural language processing (NLP) 

strategies offer a likely benefit in client story 

applications. NLP can assist system analysts manage 

user stories. By taking into account the investigation of 

NLP procedures and thorough assessment techniques is 

expected to acquire quality research. Similarly as with 

NLP research the ability to understand a sentence’s 

context continues to be a challenge. 

There are inbuilt applications that create and give a 

caption for an image everything are finished with the 

assistance of deep neural network models. It produces 

linguistically and semantically right sentences. In [14], it 

is a vital to produce image caption part of Computer 

Vision and Natural language processing. Image caption 

generators can find applications in Image segmentation 

as utilized by Face book and Google Photos and even all 

the more thus, its utilization can be stretched out to video 

outlines. The dataset used is Flickr8k, and the 

programming language used is Python3. The model 

consists of a vision CNN followed by a language-

generating RNN. The generated captions can be used in 

image segmentation and can help visually impaired 

people. Limitations exist in object detection when using 

static libraries of object classes. Difficulty in establishing 

connections between entities within visual 

representations. 

In [11], it discussed about image captioning with high 

level features. Existing CNN-RNN framework-based 

methods suffer from two main problems: in the training 

phase, all the words of captions are treated equally 

without considering the importance of different words; in 

the caption generation phase, the semantic objects or 

scenes might be misrecognized. In [11],it proposed a 

strategy in view of the encoder-decoder system, named 

Reference based Long Momentary Memory (R-LSTM), 

planning to lead the model to create a more engaging 

sentence for the given picture by presenting reference 

data. It assigns different weights to the words according 

to the correlation between words and images during the 

training phase. Finally this paper generates the quality of 

the sentences on Flickr 30k and MS COCO data sets 

.There are few limitations of this work is lack of 

recognition of scenes in image description and in training 

phase it produces equal treatment of words in captions. 

Images that deal with text based data. It proposed 

augmenting the utilization of various modalities in an 

image to improve performance. It enriches the image and 

OCR linguistic features using pre-trained Contrastive 

Language-Image Pre-training (CLIP) models. We then 

introduce using two additional attention models in 

transformer architecture to strengthen the representation 

of the image modality [20].In this work some gaps 

identified such as different portrayal from references 

because of lower BLEU scores, Over generation issues 

and syntactic mistakes in produced captions and 

grammatical mistakes  raises in generated description. 

This [22] is a novel approach to generate coherent and 

relevant stories based on a sequence of images. A model 

is presented that uses a sequence encoder to process 

image patches and a decoder to generate human-like 

stories. As various evaluation metrics show, the model 

outperforms existing methods in terms of relevance and 

coherence. This paper also provides a detailed analysis 

of the model's performance and compares it with other 

state-of-the-art models. Overall, the proposed model 

shows promise for effectively describing a sequence of 
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images as a story. This model is more powerful, but it 

lags behind in BLEU-1, BLEU-4, and CIDE 

revaluations. Automatic metrics may not fully reflect the 

accuracy of the story. 

To bridge the gaps mentioned from the above papers , 

the proposed methodology is discussed in Section 3. 

2.1 Vision Transformer 

In [22], Vision Transformers, often referred to as ViTs, 

are a class of deep learning models that have gained 

popularity in the field of computer vision. They represent 

a significant departure from traditional Convolution 

Neural Networks (CNNs), which have dominated image 

processing tasks for many years [22]. ViTs are based on 

the Transformer architecture, which was originally 

introduced for natural language processing tasks but has 

since been adapted for various other domains, including 

computer vision [2]. The following diagram shows the 

architecture of Vision Transformer. An architecture 

called Vision Transformers (ViT) processes images with 

self-attention mechanisms. A number of transformer 

blocks make up the Vision Transformer Architecture. 

There are two sub-layers in each transformer block: a 

feed-forward layer and a self-attention layer with 

multiple heads. The feed-forward layer transforms the 

self-attention layer's output in a non-linear way, while 

the self-attention layer uses this relationship to calculate 

attention weights for each image pixel. This mechanism 

is extended by the multi-head attention, which lets the 

model focus on multiple parts of the input sequence at 

once. A patch embedding layer that divides the image 

into patches of a fixed size and maps each patch to a 

high-dimensional vector representation is also included 

in ViT [1]. These fix embedding’s then taken care of into 

the transformer blocks for additional handling. By 

passing the output of the final transformer block through 

a classification head, which typically consists of a single 

fully connected layer, the ViT  

architecture generates a class prediction as its final 

output [1].ViTs are highly scalable and can handle 

images of different sizes without requiring architectural 

changes. This is in contrast to CNNs, which often need 

larger and more complex architectures for larger images 

[2]. Due to their self-attention mechanism, ViTs are 

effective at capturing long-range dependencies and 

global context in images, making them well-suited for 

tasks that involve recognizing complex patterns and 

relationships [4]. 

Pre-trained ViT models, similar to pre-trained language 

models in NLP, can be fine-tuned on specific vision 

tasks with relatively small amounts of task-specific data, 

which is a significant advantage for many practical 

applications [4]. 

The Vision Transformer plays a crucial role in image 

captioning by allowing automatic learning of the 

correspondence between image regions and their 

respective captions, solely with the guidance of a text 

description. By leveraging the power of pretrained 

Transformers and multi-modal learning strategies, Vision 

Transformer-based models have achieved state-of-the-art   

results in vision-language models like image captioning 

and vision-question answering (Kang et al., 2022). 

Moreover, Vision Transformers have shown great 

potential for various vision tasks, including image 

captioning (Tang et al., 2022). The importance of image 

captioning using Vision Transformer lies in its ability to 

automatically learn the relationship between image 

regions and their corresponding captions, solely based on 

text descriptions [24].This is important because it 

eliminates  

the need for manual annotation, saving time and effort in 

the captioning process. Furthermore, the use of Vision 

Transformer in image captioning enables the generation 

of more accurate, diverse, and coherent multi-sentence 

descriptions for images [24]. 

The importance of accurate and meaningful image 

captioning using Vision Transformer cannot be 

overstated in the field of computer vision. It allows for 

more advanced image understanding and analysis, 

opening up possibilities for applications in various 

domains such as autonomous vehicles, medical imaging 

and content-based image retrieval [24]. The integration 

of  

Vision Transformer in image captioning has shown 

promising results, as it effectively captures the 

interactions and correlations between image regions. 
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Fig. 1 Architecture of Vision Transformer 

  

From the above Figure 1 represents the architecture of 

Vision Transformer with input images taken from the 

dataset. This model el utilized for image classification 

that implements a Transformer like structure on image 

patches. The image is divided into patches of a fixed or 

decent size, which are then linearly embedded, position 

embedding is added, and the resulting sequence of 

vectors is fed to a standard Transformer encoder. To 

carry out classification, the standard method of adding a 

learnable "classification token" to the sequence is 

employed [22]. 

Vision transformers have wide-ranging applications in 

well-known image recognition tasks like object 

detection, image segmentation, and image classification. 

Additionally, ViTs are utilized in generative modeling 

and multi-model tasks, encompassing visual grounding, 

Within the ViT encoder, there are multiple blocks, and 

Visual question answering, and visual reasoning. Each 

block comprises three essential processing components. 

• Layer Norm 

• Multi-head Attention Network (MSP) 

• Multi-Layer Perceptrons  (MLP) 

• The Layer Norm technique ensures that the 

training process stays on the right track and enables the 

model to adjust to the variations present in the training 

images. 

• The Multi-head Attention Network (MSP) is 

responsible for generating attention maps based on the 

embedded visual tokens provided. These attention maps 

assist the network in focusing on the most crucial regions 

within the image, such as objects. 

• The MLP (Multi-Layer Perceptron) is a 

classification network consisting of two layers, with 

GELU (Gaussian Error Linear Unit) used as the 

activation function at the end. The final MLP block, also 

known as the MLP head, serves as the output of the 

transformer. By applying softmax to this output, 

classification labels can be obtained, particularly in the 

case of Image Classification. 

3 Methodology
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Fig. 2 Process Diagram of Story Construction 

 

The above Figure 2 shows the process diagram of story 

construction. The input image is preprocessed by 

applying mean and standard deviation to remove the 

noise of the image. After preprocessing extract the 

features of the image. And apply Vision Transformer 

(ViT) to get description of the image. Similarly after 

features extraction apply clustering algorithms of K-

Means and Mean Shift algorithms and output of those 

algorithms given to ViT to get other descriptions of the 

same image. Finally all those descriptions are merged to 

narrate a story behind them.   

3.1 Image Description Vision Transformer (IDVT) Algorithm 

 

Algorithm 

 

Input: Image 

Output: Captions of the image 

1: Read the input image 

 The images taken from Flickr 8k dataset 

2: Pre-process the image with Mean and Standard Deviation 

Pre-processing can be done by applying mean and standard deviation. 

Now calculating mean (μ) by 

𝜇 =  (1 / (𝑀 ∗  𝑁))  ∗  𝛴 (𝑖 = 1 𝑡𝑜 𝑀) 𝛴(𝑗 = 1 𝑡𝑜 𝑁) 𝐼(𝑖, 𝑗) 

Where M represents the number of rows       

N represents the number of columns 

The pixel intensities are denoted by I (i, j) 

Where i ranges from 1 to M and j ranges from 1 to N 

        Standard deviation (σ) by 

                   𝜎 =  𝑠𝑞𝑟𝑡 ((1 / (𝑀 ∗  𝑁))  ∗  𝛴 (𝑖 = 1 𝑡𝑜 𝑀) 𝛴 (𝑗 = 1 𝑡𝑜 𝑁) (𝐼(𝑖, 𝑗)  −  𝜇)^2) 

Here, sqrt () represents the square root function  

 Σ represents the summation symbol 

3: Estimation of 2D feature vector using Gray CO Matrix 

Using this extracting texture features like contrast, dissimilarity, homogeneity, energy, correlation, and ASM (Angular Second 

Moment) are used. 

4:Apply Clustering algorithm of K-Means 
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Fundamental formula for K-Means 

𝐽(𝐶, 𝜇) =  𝛴ᵢ𝛴ⱼ ||𝑥ᵢ −  𝜇ⱼ||
2

 

Where 

J(C, μ) is the objective function to be minimized. 

C is the set of cluster assignments for each data point  

(i.e., which cluster each data point belongs to). 

μ is the set of cluster centroids (the mean of data points within each    cluster). 

Σᵢ represents the sum over all data points (i) in the dataset. 

5:Apply Clustering algorithm of Mean Shift 

The Mean Shift vector, denoted as M(x), 

𝑀(𝑥) =  𝛴ᵢ 𝜙(𝑥ᵢ −  𝑥) ∗  𝑥ᵢ / 𝛴ᵢ 𝜙(𝑥ᵢ −  𝑥) 

Where 

M(x) is the Mean Shift vector for data point x. 

x is the data point for which you're calculating the Mean Shift. 

xᵢ represents the neighbouring data points within a certain radius 

 (often referred to as the bandwidth or kernel width) around x. 

ϕ(xᵢ - x) is the kernel function that assigns weights to neighbouring  

data points based on their distance from x. 

The choice of kernel function ϕ can vary depending on the specific   application.  

 A common choice is the Gaussian kernel: 

𝜙(𝑢) =  (1 / (2𝜋𝜎^2 )) ∗  𝑒^(−|(|𝑢|)|^2/ (2𝜎^2 ) ) 

Where 

u is the vector representing the distance between data points x and xᵢ. 

σ is the bandwidth parameter  

6: Apply Vision Transformers 

ViT takes an image as input, which is divided into non-overlapping patches. 

 Each patch is then linearly embedded into a lower-dimensional vector.  

The patch size (p) can be calculated as: 

                  𝑝 =  𝑠𝑞𝑟𝑡((𝑊 ∗  𝐻) / 𝑃 )  

        Where  

       image has dimensions of  WxH,  divide it into P patches 

The positional encoding for a patch at position (x, y) is calculated as: 

𝑃𝐸(𝑥, 𝑦)  =  [𝑠𝑖𝑛(𝑥/10000^𝑖/𝑑), 𝑐𝑜𝑠(𝑥/10000^𝑖/𝑑)] 

Where i is the dimension index, and d is the dimension of the positional encoding 

7: Generate Caption of the image using Vision Transformer (ViT) 

8: Integrate the outputs of Step (4), (5) and (6) 
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From the above algorithm, input images have been taken 

from the Flickr 8k dataset and prep processing of those 

images by applying mean and standard deviation and then 

extract the feature vectors of Contrast, Energy, ASM, 

Dissimilarity, Homogeneity and Correlation. Applying 

unsupervised algorithms of K means and Mean shift 

clustering algorithms to enhance the quality of the image 

like intensity of the image. The image s after the clustering 

algorithms has to be applied to a vision transformer to 

predict the description of the image. The vision transformer 

uses pre-trained model of vision encoder and  

decoder and assist to translate the image into text manner. 

Finally getting different descriptions of the same image 

those descriptions will be integrated, to get a story behind 

them.  

4 Results & Discussions 

4.1 Read the input image 

 In Fig 5 images have been taken from the Flickr 8k 

dataset. These images have been preprocessed by applying 

the mean and standard deviation to enhance the quality of 

the images and remove the noise from the data. After 

applying the gray co matrix to extract the features of the 

given images, those images can be shown below. 

Fig. 5 Sample Images From Flickr8k Dataset 

 

In the fields of computer vision and Natural Language 

Processing (NLP), the Flickr 8K dataset is widely used. It is 

used for several research and development purposes, such as 

image captioning, multimodal AI, evaluation of language 

models, human-AI interaction, and content generation. 

There are some datasets that support captioning of an image, 

such as the Microsoft COCO dataset [5]. It makes use of 

these datasets, which consist of Flickr images. 8K and 30K. 

The majority of image captioning research There are 31,000 

images in Flickr 30K and 8,000 in Flickr 8K, each with 

multiple captions. When compared to COCO, these datasets 

have a relatively smaller scale. Image captioning. It contains 

over 200,000 images, each paired with multiple human-

generated captions and Flickr When compared to some of 

the more recent datasets, this is one of the most popular and 

widely used datasets because the dataset has a relatively 

small number of images and captions, which may limit its 

diversity and ability to apply to situations that occur in the 

real world. It is often used as a starting point for more 

comprehensive image captioning models or combined with 

other larger datasets. 

4.2 Pre-process the image with Mean and Standard Deviation 

In image processing and analysis, the concepts of mean and 

standard deviation are frequently applied to images for a 

variety of purposes. An image's mean is the average 

intensity value across all of its pixels. It gives an indication 

of the image's overall brightness or darkness. The variation 

or spread of pixel intensities around the mean is measured 

by an image's standard deviation. Mean and standard 

deviation are often used in image preprocessing, particularly 

in the context of normalization. Normalization is a common 

image preprocessing technique used to enhance the training 

process of machine learning models, especially deep neural 

networks. It involves transforming the pixel values of an 

image to a specific range or distribution to  

ensure stable and efficient learning .Now preprocessed the 

images with mean values by applying  mean on the image 

with respect to the given mentioned formula.  

The mean of an image is calculated by summing up all the 

pixel intensities in the image and dividing it by the total 

number of pixels 

The formula for calculating the mean is 

μ =  (1 / (M ∗  N))  ∗  Σ (i = 1 to M) Σ(j = 1 to N) I(i, j)

  (1) 

Where  

Image with dimensions M x N 

Where M represents the number of rows  

N represents the number of columns 
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The pixel intensities are denoted by I (i, j) 

 Where i range from 1 to M and j ranges from 1 to N 

The above Eq (1) represents mean formula; this can be 

applied to an image to enhance the pixel intensity values of 

the image. 

The standard deviation of an image quantifies the variety or 

spread of pixel values within the image. It estimates how 

much the individual pixel values deviate from the mean. A 

higher standard deviation demonstrates that the pixel values 

are more spread out and that the image may have more 

contrast or texture, while a lower standard deviation 

suggests a smoother, less varied image. 

Now preprocessed the images with standard deviation 

values by applying standard deviation on that image using 

the below formula. The standard deviation of an image 

measures the spread or dispersion of pixel intensities around 

the mean. It is calculated by taking the square root of the 

average of the squared differences between each pixel 

intensity and the mean. 

The formula for calculating the standard deviation is 

 σ =  sqrt ((1 / (M ∗  N))  ∗  Σ (i = 1 to M) Σ (j =

1 to N) (I(i, j)  −  μ)^2)    

  (2) 

Here, sqrt () represents the square root function  

 Σ represents the summation symbol. 

The above Eq (2) represents standard deviation formula, this 

can be applied to an image to enhance the pixel intensity 

values of the image. These equations (1) and (2) allow you 

to compute the mean and standard deviation of an image, 

providing valuable statistical information about its intensity 

distribution and variation. 

The mean and standard deviation values of the input images 

are given below 

Table 3 Mean and Standard Deviation values of the input images 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above Table shows the feature vectors of the sample 

images taken from the flickr8k dataset. 

 

4.3 Estimation of 2D feature vector using Gray CO Matrix 

From an image's co-occurrence matrix, texture features 

like contrast, dissimilarity, homogeneity, energy, 

correlation, and ASM (Angular Second Moment) are 

Image Mean Standard Deviation 

(a) (93.54962666666667, 

78.16518933333334, 56.600704) 

 

(62.49954365,54.14677419, 

52.23228618) 

 

(b) (120.20346779,120.2970084, 

119.12667227) 

(83.02585758,84.88645875, 

88.57879592) 

 

( c ) (150.51322523,144.72036637, 

128.17151351) 

(57.98774717,47.83739397, 

48.92862971) 

 

(d) (142.5981021,151.06956757, 

123.26628829) 

(68.72702135,58.73726941, 

83.72440205) 

 

 

(e ) (132.23905988,116.08401796, 

134.14972455) 

(89.47336569,94.53279329, 

96.89571461) 

 

 

(f) 

(110.882464,132.66916267, 

162.113552) 

(62.43859762,61.55293681, 

61.9138193) 

 

(g) (89.07324074,104.86543827, 

67.01795679) 

 

(49.30455204,51.25592876, 

42.31866024) 

 

(h) (140.84365766,127.93637237, 

84.98340541) 

 

(52.01379762,51.42738476, 

38.86467885) 

 

(i) (130.8221848,141.29634908, 

104.54328131) 

 

(60.61726575,66.9022559, 

55.81735575) 
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frequently used. An image's texture properties are revealed 

by these features. Contrast defines the image's local 

intensity variations are measured by contrast. It measures 

the intensity differences between a pixel and its adjoining 

pixels. Greater differences in the intensities of adjacent 

pixels are indicated by contrast values that are higher. 

Dissimilarity defines the average intensity difference 

between a pixel and its neighbors is measured by 

dissimilarity. It records how much local variation is 

available in an image. A greater variation in the intensities 

of adjacent pixels is indicated by dissimilarity values that 

are higher. Homogeneity assesses the consistency of 

connecting pixel intensities. It measures how close the 

intensities of the pixels are to each other. The presence of 

similar intensities between adjacent pixels is shown by 

higher homogeneity values. Energy characterizes the 

amount of squares or consistency, gauges the amount of 

squared components in the co-occurrence matrix. It gives a 

number to the texture's overall uniformity or smoothness. 

A texture that is more uniform or homogeneous is shown 

by higher energy values .Correlation measures the linear 

dependency between the pixel intensities and their 

neighboring pixels. The linear relationship between the 

pixel values is quantified by it. While a negative 

correlation indicates that neighboring pixels are changing 

in opposite directions, a positive correlation indicates that 

neighboring pixels are changing together.ASM(Angular 

Second Moment) ascertains the amount of squared 

probabilities in the co-occurrence matrix. The overall 

uniformity or orderliness of the texture is quantified. A 

more uniform or organized texture is shown by ASM 

values that are higher.The gray-level co-occurrence matrix 

(GLCM), a statistical representation of the spatial 

relationships between pixel intensities in an image, is 

frequently used to calculate these texture features. At a 

predetermined distance and orientation, the GLCM records 

the occurrence frequencies of specific pixel intensity pairs. 

By extracting these texture features, ne can describe and 

break down the texture properties of an image These 

features are used in image analysis, pattern recognition, 

and computer vision, all of which rely heavily on texture 

information, among other areas. The below Table shows 

the feature vectors of the sample images taken from the 

flickr8k dataset. 

 

Table 4 Feature Vectors of the above Sample input Flicker 8k Dataset images 

Image       Contrast    Dissimilarity   Homogeneity    Energy    Correlation     ASM 

(a) [ 765.38879144 

1206.49814602  

827.9671984  

1088.91297568] 

 

[15.49683422 

20.21728484 

16.0807161  

19.56323878] 

 

[0.13382814 

0.10754146 

0.14165092 

0.10643864] 

 

[0.01273495 

0.01123591 

0.01285462 

0.01129054] 

 

[0.87221328 

0.79858166 

0.86214187 

0.81821451] 

 

[0.00016218 

0.00012625 

0.00016524 

0.00012748] 

 

 

(b) [1484.5347309  

2527.78167795 

1424.2999861  

2548.1454009 ] 

 

[14.95619881 

20.50659171 

12.88158992 

20.67812714] 

 

[0.37564743 

0.32219004 

0.36487353 

0.32105583] 

 

[0.20636557 

0.19736091 

0.20480561 

0.19744562] 

 

[0.91449632 

0.85418577 

0.91793234 

0.8530111 ] 

 

[0.04258675 

0.03895133 

0.04194534 

0.03898477] 

 

(c) [1121.87973472 

2242.96455821 

1389.91121851 

2201.60652732] 

 

[11.61656882 

20.41718059 

15.18442079 

20.17549528] 

 

[0.3544173  

0.27907662 

0.30382572 

0.27890475] 

 

[0.20278424 

0.19413201 

0.2009754  

0.19423154] 

 

[0.86746238 

0.73399463 

0.83560141 

0.73889951] 

 

[0.04112145 

0.03768724 

0.04039111 

0.03772589] 

 

(d) [1022.87647315 

1865.67614474 

1127.78899702 

1905.73124488] 

[ 8.9552294  

13.83803962  

9.91670477 

14.34256399] 

 

[0.45048013 

0.36687601 

0.39713759 

0.36604953] 

 

[0.20402303 

0.19514705 

0.20210412 

0.19521619] 

 

[0.90758535 

0.83111959 

0.89804695 

0.82749381] 

 

 

[0.0416254  

0.03808237 

0.04084608 

0.03810936] 

 

(e) [1762.55948068 

2941.28130954 

1569.30474857 

2993.96769444] 

 

[14.03968254 

22.21111207 

14.43557661 

22.60544777] 

 

[0.47687699 

0.41749779 

0.47558076 

0.42050198] 

 

[0.3042531  

0.29493609 

0.30802384 

0.29471805] 

 

[0.90706666 

0.84491757 

0.91725551 

0.84213962] 

 

[0.09256995 

0.0869873  

0.09487869 

0.08685873] 

 

(f) [1230.04687123 [ 9.03608819 [0.59106479 [0.2138089  [0.89524082 [0.04571424 
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2294.37895833 

1340.43996137 

2233.80394531] 

 

 

15.66410346 

10.48902572 

15.15671054] 

 

0.52612068 

0.56067484 

0.51917183] 

 

0.20479785 

0.21266507 

0.20483201] 

 

0.80399391 

0.88575675 

0.80916876] 

 

 

 

0.04194216 

0.04522643 

0.04195615] 

 

 

(g) 

 

[ 959.15533486 

1881.92249185 

1175.62855777 

1894.02119863] 

 

 

[ 9.7827434  

16.58823529 

12.486417   

16.86290134] 

 

 

[0.34792606 

0.28448334 

0.31223461 

0.28537197] 

 

 

[0.20701734 

0.1984528  

0.20511261 

0.19853689] 

 

 

[0.92309862 

0.8481299  

0.90554259 

0.84715354] 

 

 

[0.04285618 

0.03938351 

0.04207118 

0.0394169 ] 

 

(h) [1113.48597521 

1977.61283633 

1116.78984608 

1918.5838563 

6] 

[12.26714503 

17.68114392 

11.56930747 

17.19067838] 

 

 

[0.32355953 

0.28237346 

0.32215141 

0.28430115] 

 

[0.20252849 

0.19404079 

0.20092753 

0.19414328] 

 

[0.8838865  

0.79271141 

0.88335629 

0.79889869] 

 

 

[0.04101779 

0.03765183 

0.04037187 

0.03769161] 

       

(i) [1389.90384494 

2457.57359407 

1376.96012774 

2427.71825844] 

 

[13.61392525 

21.31232838 

14.94472902 

21.19686989] 

 

[0.3442402  

0.29954816 

0.32999075 

0.29993183] 

 

[0.241509   

0.23308963 

0.24266069 

0.23320295] 

 

[0.88131087 

0.78968523 

0.88241619 

0.7922402 ] 

 

[0.0583266  

0.05433078 

0.05888421 

0.05438361] 

 

 

Fig .6 Plot diagrams of Feature Vector of the input images 
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The above diagram shows the visualization form of the 

feature vectors of each image. These features have 

extracted from the GrayCoMatrix. Each of the above 

images indicates the various features of the images from 

(a) to (i) and all those features are differentiated with 

various colors of blue, purple, orange etc. Each image 

shows the feature vectors like contrast, brightness, 

dissimilarity a single image taken from Flickr 8k dataset. 

The above plot diagrams are unique according to their 

features. 

4.4 Apply Clustering algorithm of K-Means 

Clustering algorithms can be used in image captioning for 

several purposes, mainly to improve the quality and 

variety of generated image captions. Here are some of the 

key purposes and benefits of using clustering algorithms in 

image captioning: Semantic Grouping of Concepts, 

Diversity in Captions, Improved Caption Generation, and 

Reduction of Caption Length [5]. This paper performs 

clustering based image segmentation to get valid 

descriptions of the image. Semantic Grouping of 

Concepts: Within an image, clustering algorithms can 

assist in grouping like scenes, concepts, or objects. 

Clustering, for instance, has the ability to assemble all of 

the dog instances together in an image with multiple dogs. 

This semantic gathering can prompt more intelligible and 
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logically exact subtitles. 

4.4.1 Diversity in Captions 

 By recognizing and clustering various objects or elements 

in an image, clustering algorithms are able to guarantee 

that the produced captions are diverse and cover multiple 

aspects of the image. By doing this, descriptions won't 

have to be the same every time. 

4.4.2 Improved Caption Generation 

To provide a more comprehensive description of the 

image, captions can be written for groups of objects rather 

than for each individual object. 

4.4.3 Reduction of Caption Length 

Grouping can prompt more compact and valuable 

inscriptions. The caption can focus on the clusters and 

their relationships rather than describing each individual 

object in detail, resulting in captions that are more 

restricted and easier to read. 

K-Means and Mean Shift clustering, are instances of 

common clustering algorithms utilized in image 

captioning. With the help of these algorithms, images can 

be preprocessed, salient regions can be identified, and 

similar visual elements can be grouped together, resulting 

in captions for images that are more exact and relevant to 

the context [9]. However, careful design is often required 

when combining clustering with caption generation to 

ensure that generated captions are informative and 

coherent [5]. 

Iterative clustering with the K-Means algorithm divides a 

dataset into K clusters, with each data point belonging to  

the cluster with the closest mean. The sum of squared 

distances between each data point and the mean of its 

assigned cluster is minimized by the algorithm. The K-

Means algorithm's fundamental formula is as follows: 

Objective Function (to be minimized): 

J(C, μ) =  ΣᵢΣⱼ ||xᵢ −  μⱼ||
2

    (3) 

Where: 

J(C, μ) is the objective function to be minimized. 

C is the set of cluster assignments for each data point (i.e., 

which cluster each data point belongs to). 

μ is the set of cluster centroids (the mean of data points 

within each cluster). 

Σᵢ represents the sum over all data points (i) in the dataset. 

Σⱼ represents the sum over all clusters (j). 

4.5  Apply Clustering algorithm of Mean Shift 

The Mean Shift algorithm is a non-parametric method for 

clustering that is used to find modes or peaks in the 

probability density function of a dataset. It's not 

unexpected applied in image segmentation and data 

clustering tasks [5]. The Mean Shift algorithm's basic 

formula is as follows 

Mean Shift Vector: 

The Mean Shift vector, denoted as M(x), represents the 

direction and magnitude of the shift for a data point x 

during each iteration [8]. It is calculated as follows: 

M(x) =  Σᵢ ϕ(xᵢ −  x) ∗  xᵢ / Σᵢ ϕ(xᵢ −  x)  (4) 

Where: 

M(x) is the Mean Shift vector for data point x. 

x is the data point for which you're calculating the Mean 

Shift. 

xᵢ represents the neighbouring data points within a certain 

radius (often referred to as the bandwidth or kernel width)  

around x. 

ϕ(xᵢ - x) is the kernel function that assigns weights to 

neighbouring data points based on their distance from x. 

Kernel Function: 

The choice of kernel function ϕ can vary depending on the 

specific application. A common choice is the Gaussian 

kernel 

ϕ(u) =  (1 / (2πσ^2 )) ∗  e^(−|(|u|)|^2/ (2σ^2 ) ) (5) 

Where: 

u is the vector representing the distance between data 

points x and xᵢ. 

σ is the bandwidth parameter that controls the size of the 

kernel and influences the clustering result. 

Iteration:The Mean Shift algorithm iteratively updates the 

position of each data point in the direction of the Mean 

Shift vector: 

x_new =  x +  M(x)    (6) 

This process is repeated until convergence, which occurs 

when the Mean Shift vector becomes very close to zero 

(i.e., the data point reaches a mode or peak in the data 

distribution).The Mean Shift algorithm calculates the 

Mean Shift vector for each data point, which points 

towards the mode of the underlying data distribution [9]. It 

then updates the position of each data point in the direction 

of this vector until convergence. As a result, data points 

within the same mode are attracted to the same position, 

effectively grouping them into clusters. The algorithm is 

adaptive and doesn't require specifying the number of 

clusters before hand, making it suitable for applications 

where the number of clusters is not known in advance [5]. 
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4.6 Apply Vision Transformers 

Vision Transformers are a sort of transformers that 

perform visual-related errands that incorporate images [8]. 

First introducing the transformer library and afterward 

fabricate the model prior to utilizing our model to produce 

captions of images. In fact, we are making use of the 

Hugging Face library's vit-gpt2-image-captioning model, 

which has been trained to caption images[1]. 

 

 

Fig .7 Image Captioning Using Vision Transformer 

The above figure shows that image captioning model using 

vision transformers. It has three pre-trained models. 

• Vision Encoder Decoder Model 

• GPT2Tokenizer  

• Fast ViT Image Processor. 

 

Vision Encoder Decoder Model: 

This helps in doing an image-to-text generation with any 

pre-prepared vision model utilizing a Transformers (as the 

encoder) like ViT (which we utilized here) or BEiT kind 

of models which uses self-regulated pre-preparing of 

Vision Transformers (ViTs) to outperform supervised pre-

training alongside any pre-trained language model as the 

decoder such as GPT2 . As a result, we use Vision 

Encoder Decoder as an application for image captioning in 

this technique encodes the image and then generates 

captions using a language model 

GPT2TokenizerFast:  

Using the Hugging Face tokenizers library, this creates a 

GPT-2 tokenizer. The transformers are loaded with the 

tokenizers library. The tokenizer as of now has the skills 

necessary to perform all of the tasks required for 

captioning. 

ViT Image Processor: 

It supportss in the design of a ViT image processor. After 

that load the images and generates captions of the images. 

4.7 Generate Caption of the image using Vision Transformer 

(ViT) 

Table 5 below shows the results of the IDVT proposed 

algorithm. The proposed algorithm generates the 

captions of the images using the vision transformer result 

and also generates different captions by applying the 

unsupervised algorithms of K-Means and the Mean Shift 

algorithm. 

Table 5   IDVT Algorithm Generates Captions of images 

Image Transformer 

 Result 

K-Mean  

Result 

Mean Shift Result 

 

1000268201_693b08cb0e.jpg

 

 

['a little girl standing next 

to a wooden bench'] 

 

['a pile of junk 

sitting on top of a 

wooden structure'] 

 

['a little girl standing in 

front of a window'] 

 

101669240_b2d3e7f17b.jpg 
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['two people standing in the 

snow with skis and poles'] 

['two skiers are 

posing for a picture 

in the snow'] 

['two people standing 

in the snow with skis'] 

 

2960422620_81889a3764.jpg 

 

 

 

['a flock of birds standing 

on top of a sidewalk'] 

 

 

['a flock of birds 

walking around a 

city square'] 

 

 

['a flock of pigeons 

walking around a 

park'] 

 

719837187_3e7bf1d472.jpg 

 

 

 

["a dog running with a 

soccer ball in it's mouth"] 

 

 

['a dog jumping in 

the air to catch a 

frisbee'] 

 

 

["a dog chasing a ball 

with a soccer ball in 

it's mouth"] 

 

 

 

 

1245022983_fb329886dd.jpg 

 

 

['a little girl standing on a 

sidewalk with a frisbee'] 

 

['a young girl posing 

for a picture with a 

skateboard'] 

 

['a girl in a pink dress 

standing on a 

sidewalk'] 

 

 

1472882567_33dc14c8b6.jpg 

 

 

 

['a man riding skis down a 

snow covered slope'] 

 

 

['people on skis 

standing on top of a 

snow covered slope'] 

 

 

['a man riding skis 

down a snow covered 

slope'] 

 

2466495935_623b144183.jpg 

 

 

 

['young girls playing a 

game of soccer'] 

 

 

['a soccer game is 

being played on a 

field'] 

 

 

['young men playing a 

game of soccer'] 

 

 

10815824_2997e03d76.jpg 

 

 

 

['a man standing next to a 

brown horse near a fire 

hydrant'] 

 

 

 

['two horses 

standing next to 

each other in a 

field'] 

 

 

 

['a man standing next 

to a horse in a field'] 
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The above table shows different images taken from 

Flickr8kDataset namely 

1000268201_693b08cb0e.jpg,101669240_b2d3e7f17b.jpg

,2960422620_81889a3764.jpg,719837187_3e7bf1d472.jp

g,1245022983_fb329886dd.jpg,1472882567_33dc14c8b6.

jpg,2466495935_623b144183.jpg,10815824_2997e03d76.

jpg,2949014128_0d96196261.jpg. In order to get various 

descriptions of the above Flickr images, applied the 

mentioned methods. For example, consider the image, 

2960422620_81889a3764.jpg 

 
 

 

2949014128_0d96196261.jpg 

 
 

 

['young men playing a 

game of soccer'] 

 

['a man kicking a 

soccer ball in the 

air'] 

 

['young men playing a 

game of soccer'] 

Image Vision 

Transformer 

Result 

K-Means  Result Mean Shift  

Result 

Story  Telling 

Result 

 

1000268201_693b08cb0e.jpg 

 

 

['a little girl 

standing next to 

a wooden 

bench'] 

 

['a pile of junk 

sitting on top of a 

wooden 

structure'] 

 

['a little girl 

standing in 

front of a 

window'] 

 

[a little girl 

standing next to a 

wooden bench,a 

pile of junk 

sitting on top of a 

wooden 

structure,a little 

girl standing in 

front of a 

window] 

 

 

101669240_b2d3e7f17b.jpg 

 

 

 

['two people 

standing in the 

snow with skis 

and poles'] 

 

 

['two skiers are 

posing for a 

picture in the 

snow'] 

 

 

['two people 

standing in the 

snow with 

skis'] 

 

[two people 

standing in the 

snow with skis 

and poles,two 

skiers are posing 

for a picture in 

the snow,two 

people standing 

in the snow with 

skis] 

 

 

2960422620_81889a3764.jpg 

 

 

['a flock of 

 

 

['a flock of birds 

 

 

[‘a flock of 

 

 

['a flock of birds 
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birds standing 

on top of a 

sidewalk'] 

walking around a 

city square'] 

birds flying 

over a crowd 

of people'] 

standing on top of 

a sidewalk,a flock 

of birds walking 

around a city 

square,a flock of 

birds flying  

over a crowd of 

people'] 

 

719837187_3e7bf1d472.jpg 

 

 

["a dog running 

with a soccer 

ball in it's 

mouth"] 

 

['a dog jumping 

in the air to catch 

a frisbee'] 

 

"a dog chasing 

a ball with a 

soccer ball in 

it's mouth"] 

[ a dog running 

with a soccer ball 

in it's mouth,a 

dog jumping in 

the air to catch a 

Frisbee, a dog 

chasing a ball 

with a soccer ball 

in it's mouth] 

 

 

1245022983_fb329886dd.jpg 

 

['a little girl 

standing on a 

sidewalk with a 

frisbee'] 

['a young girl 

posing for a 

picture with a 

skateboard'] 

['a girl in a 

pink dress 

standing on a 

sidewalk'] 

[a little girl 

standing on a 

sidewalk with a 

Frisbee,a young 

girl posing for a 

picture with a 

skateboard,a girl 

in a pink dress 

standing on a 

sidewalk] 

 

1472882567_33dc14c8b6.jpg 

 

 

 ['a man riding 

skis down a 

snow covered 

slope'] 

 

['people on skis 

standing on top of 

a snow covered 

slope'] 

 

['a man riding 

skis down a 

snow covered 

slope'] 

 

[a man riding skis 

down a snow 

covered 

slope,people on 

skis standing on 

top of a snow 

covered slope,a 

man riding skis 

down a snow 

covered slope] 

 

2466495935_623b144183.jpg 

 

 

 

['young girls 

playing a game 

of soccer'] 

 

 

['a soccer game is 

being played on a 

field'] 

 

 

['young men 

playing a 

game of 

soccer'] 

 

 

[young girls 

playing a game of 

soccer,a soccer 

game is being 

played on a 

field,'young men 

playing a game of 

soccer] 

 

10815824_2997e03d76.jpg 

 

 

['a man 

 

 

['two horses 

 

 

['a man 

 

 

[a man standing 
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By directly applying Vision Transformer (ViT), getting the caption of 

 

 

 

For the same image, applying K means  technique  and then applying ViT to get another caption of 

 

 

 

Similarly, applying the Mean Shift technique and applying ViT to get one more description other than the remaining 

techniques getting a description of .This process is the same for the remaining images and gets different captions. 

4.8 Integrate the outputs 

After generating various descriptions of a same  image, then perform integration of all the generated  captions then it 

generates a story of that image. 

Table 6 Story Telling of images 

Table 6 indicates the story telling of the images taken from the Flickr 8k dataset. Story telling is constructed by combining 

the all the descriptions generated from Transformer result, K-Means result  

and Mean Shift result. 

For example, consider one of the above images, is shown below. 

 

standing next to 

a brown horse 

near a fire 

hydrant'] 

standing next to 

each other in a 

field'] 

standing next 

to a horse in a 

field'] 

next to a brown 

horse near a fire 

hydrant,two 

horses standing 

next to each other 

in a field,a man 

standing next to a 

horse in a field] 

 

 

2949014128_0d96196261.jpg 

 
 

 

 

 

['young men 

playing a game 

of soccer'] 

 

 

['a man kicking a 

soccer ball in the 

air'] 

 

 

['young men 

playing a 

game of 

soccer'] 

 

 

[young men 

playing a game of 

soccer,a man 

kicking a soccer 

ball in the 

air,young men 

playing a game of 

soccer] 

['a flock of birds standing on top of a sidewalk'] 

 ['a flock of pigeons walking around a park'] 
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101669240_b2d3e7f17b.jpg 

 

 By applying ViT, getting caption of 

 

After performing clustering techniques, the captions of the above image are more techniques and generate a story with 

coherent description. 

 

By combining all the description, generates a story behind it. Similarly the remaining images also produce a story behind 

them. Then the final result 

 

5 Evaluation Metrics 

The below figures from (a) to (i) describe the analysis of the 

generated descriptions with language metrics of BLEU 

1[Bilingual Evaluation Understudy), METEOR (Metric for 

Evaluation of Translation with Explicit Ordering) [26] and 

other language evaluation metrics are presented to enhance 

the redescriptions of the same image [26]. These metrics 

generate the scores of the descriptions and evaluate the 

quality of the generated descriptions. Each score is 

represented in Table 7. By comparing each description with 

the proposed algorithms through language metrics, the 

following graphs are generated. 

Table 7 Comparative Analysis with Language Metrics 

['two people standing in the snow with skis and poles'] 

['two skiers are posing for a picture in the snow'] 

['two people standing in the snow with skis'] 

[two people standing in the snow with skis and poles,two skiers are posing for a picture in the snow,two 

people standing in the snow with skis] 

S.NO. Image 

 

BLUE 1 BLUE 2 BLUE 3 METEOR 

 

 

1 

1000268201_693b08cb0e.jpg 

 

0.333333333333

3333 

 

0.125 

 

0.0 

 

0.405643738977

07234 

 

K-Means   0.090909090909

09091 

 

0.0 

 

0.0 

 

0.076923076923

07693 

 

Mean Shift   0.222222222222

2222 

 

0.125 

 

0.0 

 

0.297619047619

04767 

 

 

 

101669240_b2d3e7f17b.jpg 0.4 

 

0.22222222222

22222 

0.125 

 

0.344036697247

70647 
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2   

K-Means   0.3 

 

0.22222222222

22222 

 

0.125 

 

0.344036697247

70647 

 

Mean Shift   0.5 

 

0.28571428571

42857 

 

0.16666666666

666666 

 

0.350467289719

62615 

 

 

 

3 

2960422620_81889a3764.jpg 

 

0.4 

 

0.22222222222

22222 

 

0.0 

 

0.248523622047

2441 

 

K-Means    

0.222222222222

2222 

 

0.125 

 

0.0 

 

0.148809523809

52384 

 

Mean Shift   0.2 

 

0.11111111111

11111 

 

0.0 0.078740157480

31496 

 

 

 

4 

 

719837187_3e7bf1d472.jpg 

 

0.3 

 

0.0 

 

0.0 

 

0.097402597402

5974 

 

K-Means   0.6 

 

0.22222222222

22222 

 

0.125 

 

0.331890331890

33185 

 

Mean Shift   0.25 

 

0.0 

 

0.0 

 

0.096153846153

84616 

 

 

 

5 

1245022983_fb329886dd.jpg 

 

0.1 

 

0.0 

 

0.0 

 

0.289564220183

48627 

 

K-Means   0.2 

 

0.0 

 

0.0 

 

0.091743119266

05505 

 

Mean Shift   0.2 

 

0.0 

 

0.0 

 

0.289564220183

48627 

 

 1472882567_33dc14c8b6.jpg 

 

0.0 

 

0.0 

 

0.0 

 

0.260416666666

6667 

 

6 

 

 

7 

 

K-Means   0.090909090909

09091 

 

0.0 

 

0.0 

 

0.253378378378

3784 

 

Mean Shift   0.0 

 

0.0 

 

0.0 

 

0.260416666666

6667 

 

2466495935_623b144183.jpg 0.285714285714

2857 

 

0.0 

 

0.0 

 

0.348837209302

3256 

 

K-Means   0.111111111111

1111 

 

0.0 

 

0.0 

 

0.222222222222

22224 

 

Mean Shift   0.285714285714

2857 

 

0.0 
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(e) 

 

(f) 

 

(g) 

 

(h) 

 

(i) 

Conclusion and Future Work 

This Paper constructs a story behind an image. There are 

some methods that describe the image in the form of text 

.This paper discusses about vision transformers that give the 

description of the image and two types of clustering 

algorithms. All these mentioned methods were applied in 

order to get various descriptions of the same  image so that 

it generated redescription of the same image. After getting 

different descriptions of the same image, perform 

integration of all the resulting descriptions and finally 

conclude with a story about the particular image. In future, 

we can extend our approach with more techniques and 

generate a story with a coherent description. 
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