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Abstract  Physicians and radiologists utilize computer-aided detection (CAD) systems to detect breast cancer. In this study, through the 

use of CAD we are going to detect abnormal tumors in X-Ray images using statistical and histogram-based features along with 9 

different SVM and KNN classifiers. DDSM from the University of South Florida is the source of the digital X-Ray images. The 

specificity, sensitivity, and accuracy is compared with previous similar studies. 
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1. Introduction 

The term breast cancer refers to a type of fatal disease that 

mainly affects female breast. It is caused by uncontrolled 

cell growth in the breast that can disperse throughout the 

body. Cells originating from cancer usually appear as a 

lump that can be found on an X-ray or by touch. The 

majority of breast cancer cases occur in women, but men 

are at risk as well. Typically, lumps in the breast are 

benign and not actually cancerous. The lumps which are 

not cancerous are abnormal growths that do not usually 

extend beyond the breast. In some instances, however, 

breast lumps may increase the possibility of developing 

cancer. 

In the course of a biopsy, cancer is tested for HER2, 

estrogen receptors, and progesterone receptors. It is also 

necessary to carefully examine the tumor cells in the 

laboratory in order to determine the grade of the tumor. 

Identifying specific proteins within the tumor and 

determining its grade are crucial to determining treatment 

options. An individual's lymphatic system consists of a 

network of vessels connecting lymph nodes throughout the 

body. Known as lymphatic vessels, they are responsible for 

removing lymph fluid from the breast. Breast cancer cells 

may diffuse through lymph vessels and multiply within 

lymph nodes during the development of the disease. 

Upon diffusion into lymph nodes, it is very likely that the 

cancerous cells may have passed through the lymphatic 

system and metastasized. In general, the larger the number 

of lymph nodes containing breast cancer cells, the greater 

the likelihood that other organs will be affected by the 

disease. As a result, accurate detection of cancer in one or 

more lymph nodes can have significant implications for 

treatment plan. One or more lymph nodes are usually 

removed during surgery in order to determine whether the 

cancer has spread. It is possible, however, for women 

without cancer cells in their lymph nodes to develop 

metastasis later in life [1] – [3]. 

In order to detect breast cancer, three methods may be 

used: film or digital mammography, ultrasound, and 

magnetic resonance imaging (MRI). All three methods 

have their pros and cons. A number of companies have 

created digital mammography devices in order to improve 

the quality of x-ray mammography. Unlike older film 

mammography machines, digital mammography machines 

capture the x-ray image digitally. A computer screen is 

used to display and manipulate the digitized image 

generated by an array of detectors. As a result, in 

theoretical terms, one could detect tumors that are 

obscured by dense breast tissue commonly found in young 

women more easily through computer software. 

Having the capability of enlarging or adjusting the contrast 

of questionable areas without having to expose the patient 

to a new set of X-rays may assist in the cancer detection. 

Additionally, this technology could improve the screening 

of breast cancer through the ability to electronically store, 

retrieve, and transmit mammogram images. According to 

data available to date, digital mammography has not been 

found to be more effective or accurate in reducing breast 

cancer deaths. 

Mammograms are can usually be followed by an 

ultrasound examination to determine how solid is the 
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suspicious area. The ultrasound imaging device emits 

acoustic waves, then a computer uses the echoes generated 

when these waves bounce between tissues to create a 

sonogram. A fluid-filled cyst differs from a solid mass in 

that radiologists are able to detect them using ultrasound. 

Women with dense breasts may benefit from ultrasound 

imaging of the breast to determine whether they have any 

lumps that they can feel (palpable lesions) but cannot see 

on a mammogram. Ultrasound technology had been shown 

to be very effective at diagnosing non-malignant 

abnormalities in women with palpable lesions and could 

have avoided over half of biopsies. In other studies, 

ultrasound has been shown to differentiate between benign 

and malignant non-palpable solid lesions. The utility of 

ultrasound screening in combination with mammography 

needs further investigation. 

Despite its utility as a complement to mammography, 

ultrasound has limitations when used alone. Ultrasounds 

are not always able to detect small tumors up to 5 mm or 

about 14 inch in diameter or abnormalities related to 

certain types of breast cancer. 

Since MRI was FDA-approved in 1985 for use in body 

imaging, doctors have been using it for scanning internal 

body structures and suspicious diseases. MRI is considered 

safer non-invasive imaging modality. A specially designed 

MRI system for breast imaging, which has been approved 

by the FDA, may prove useful as a method of detection 

when used in conjunction with mammography, particularly 

with dense breast tissue. Research suggests that although 

MRI can detect tissue changes indicative of cancer, it 

cannot always differentiate malignancies from harmless 

tissue changes. 

MRI can also be used to detect breast cancer recurrence 

after lumpectomy, as, unlike mammography, MRI is not 

restricted by scarring associated with surgery. Breast 

implants and dense breasts can interfere with the x-ray 

interpretation of a mammogram and therefore make MRIs 

more effective. Therefore, MRI may provide useful 

information to screen for breast cancer among high-risk 

young women. These women tend to have dense breasts 

[4]. 

2. Literature Review 

It is well known that previous studies have shown that 

CAD system can be used for breast cancer screening as 

secondary method to help radiologist in faster screening 

the regions of interest (ROI).  

According to Arai et al. [5] , the data was divided into two: 

training and testing. There was a 74% and 26% data 

proportion. The following features have been utilized by 

the author: Wavelet, Variance, STD, CV, Mean, Centroid,  

Max, and 7 Hu. Each detail is decomposed using Wavelet 

decomposition, horizontally, diagonally, and vertically, 

respectively. The SVM classifiers resulted in 91.43 percent 

sensitivity and 90 percent specificity. It is more 

computationally expensive to train the classifier when 

using features obtained after image transformation. 

Soulami et al. [6] identified abnormal areas in digital 

mammograms using Mini-MIAS as the database, based 

solely on the dense breast categories, and categorized the 

areas as abnormal (benign and malignant). In order to 

identify suspicious structures, an Electro-Magnetism Like 

(EML) optimization and edge-based detection were used. 

The accuracy of SVM classifier performed by this method 

is 86.36. It is computationally expensive to use these 

features, yet the accuracy attained is low. 

RBFNN has higher sensitivity and specificity than 

computer-assisted diagnosis (CADx), as well as sensitivity 

and specificity in NMR. Pratiwi et al. [7] have found that 

RBFNN is more accurate in CADe (detection) than CADx 

(diagnosis). The author recommends that texture features, 

such as wavelets and curvelets, be used to enhance breast 

cancer classification accuracy.     

Laws' Texture Energy Measure (LAWS) features were 

used to classify mammogram images in Setiawan et al. [8]. 

The experiment showed LAWS to be more accurate than 

GLCM at classifying mammograms. Based on CADx, the 

accuracy of each degree is less than 55% using the GLCM 

feature. The author suggests that improving the ANN 

model by changing the architecture and number of hidden 

layers can be done in this study. 

Using Otsu's method, Saad et al. [9] developed an 

algorithm to detect Microcalcifications (MCs) and to 

diagnose breast cancer automatically. Features included 

CII, EPI, and PSNR, the enhancement algorithm 

significantly improved contrast between MCs and 

backgrounds, which ultimately improved MC detection. 

Adaptive boosting (Adaboost) is also shown in the 

algorithm to be more sensitive and accurate in detecting 

single and clustered MCs in comparison to ANN [9]. 

DDSM, MIAS, and local databases have been tested, and 

the algorithm has demonstrated high levels of accuracy 

(98.68%) and sensitivity (80.15%). 

Based on Local Binary Patterns (LBP) features, Pavel, et 

al. [10] proposed a method for detecting breast cancer.  A 

set of data compiled from MIAS and DDSM was used to 

evaluate the proposed method. A SVM classifier was used 

to evaluate the method and the accuracy was 

approximately 84%. In this study, LBP features were the 

only ones analyzed, which produced a highly accurate 

classification. Specifying the ROI in this study may 

improve the performance of the classifier. 

Yahia Osman paper [11], which this study is based on, 

used SVM and KNN classifiers on 32x32 ROI and MIAS 
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database. The method showed a high accuracy of 94%, 

sensitivity 92%, and specificity of 100%. Our study used 

DDSM database instead with 64x64 ROI size and showed 

similar best results using similar features and classifiers. 

3. Database 

DDSM database offers an image analysis resource for 

mammography researchers. MIT, Sandia Nat. Lab. and the  

Univ. of S. Florida Comp. Sci. and Eng. Dept. collaborated 

on this project. There are about 2,500 studies in the 

database. Two images are included for each breast, along 

with patient data, and image info. They also provide 

software used to access the mammograms and truth 

images. [12] 

4. Methodology 

Preprocessing: On every image, the radiologist crops a 

64x64 pixel area around the suspected tumor or lump. It is 

done in order to prevent the computational process from 

becoming overburdened, thereby allowing it to focus on 

the Region of Interest. 

Features Extraction: Our initial analysis consisted of the 

computation of 94 features, starting with 14 statistical 

parametric features and 64 Histogram features (16 GLCM 

features). Initially, a T-test (significant p-value of 5%) is 

calculated to determine the viability of features along with 

the final classification performance metrics, such as 

accuracy, sensitivity, and specificity. As a result of trial 

and error, the final most significant statistical features that 

contributed to the success of this study included mode, 

median, mean, and quantile (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 

0.8, and 0.9), those proved the greatest significance in the 

t-test along with the highest classification accuracy. 

Classifiers: In order to achieve this task we used Support 

Vector Machine (SVM) and the KNN (K-Nearest 

Neighbor) classifiers. Several kernel-functions were used 

for SVM, these include linear, polynomial, and radial basis 

functions. Also, different neighbor number were used with 

KNN. Eventually, we showed the results of the best of 

these classifiers. 

5. Results 

There are several T-Test results that are useful (P-Value 

0.05) = 61, as shown by the final test results. Essentially, 

all of the first-order statistical features used in this study 

can be considered useful. As a result, the final result can be 

summarized as follows in Table 1 in comparison with 

previous studies: 

6. Conclusion 

In conclusion, we tried Yahia Osman’s algorithm on a 

different database of mammographic images, similar 

results is produced though the region of interest (ROI) size 

is bigger (64x64) pixels. Best results were obtained from 

SVM classifier with linear kernel. This shows that first-

order statistical features along with histogram-based and 

GLCM-based features perform well in screening of breast 

tumors when used with linear SVM classifier. Future 

studies can include microcalcifications (MCs), note that, 

MCs were excluded in this study. Also, other classifiers 

can be tried and compared, such as ANN and RBFNN and 

CNN. 

Table 1 Previous Studies Comparison 

Author Features Used 
Features Elimination 

Technique 
Classifiers 

Arai 

Wavelet, Variance, STD, CV, 

Mean, Centroid,  Max, and 7 

Hu 

N/A SVM 

Khaoula FIS and Zernike Moments N/A SVM 

Pratiwi 

GLCM (ASM, Correlation, 

Sum EnEopy, and Sum 

Variance) 

T-test Back-PNN and RBFNN 

Setiawan 
Laws’ texture, energy 

measures, and GLCM 
T-test for GLCM only  

Saad 
GLCM, LAWS,  Kurtosis, 

and Skewness 
N/A ANN and Adaptive boosting 

Pavel LBP N/A SvM 

Yahia Osman 
1st order statistics, histogram, 

and GLCM 
T-Test SVM and KNN 

Author and date Accuracy Sensitivity Specificity 

Arai 2013 84.44% 90.00% 91.43% 

Soulami 2017 86.36% 81.81% 90.9% 

Pratiwi 2015 92.1% 97.22% 91.49% 
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Setiawan 2015 93.90% 91% 100% 

Saad 2016 97.92% 64.33% 74.16% 

Pavel 2016 84% N/A N/A 

Yahia Osman 

2020 
94% 92% 100% 

Our Study 95% 92.5% 100% 
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