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Abstract: Renewable energy has great potential in the future because of its easy availability, zero pollution, sustainability, security,
electrification in rural areas, resilience, etc., in which solar energy is one of the most prominent ways to harness and utilize the energy.
The challenges in solar energy is to predict the output power from the solar cells because of its nature dependency, which makes system
non-linear. To predict non-linear data machine learning based forecasting model is developed to forecast solar power. Convolution neural
network (CNN) based forecasting model is developed and predicted solar power for a day ahead and a week ahead. CNN based
forecasting model is compared with conventional neural network i.e. ANN and RNN to estimate its performance over non-linear data.
The performance of machine learning model is evaluated over four performance indices such as MAE, MSE, MAPE and R2. On
comparison CNN outperform the other two models. The model is built in MATLAB platform.
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1. Introduction

Solar energy plays a vital role in meeting energy
demands globally. It offers many benefits, especially for
small scale application like rural electrification,
agriculture sector and house hold appliances, etc. To
estimate potential of solar power for electrification, solar
power forecasting is necessary for that particular
location. Forecasting solar power have numerous
benefits such as grid stability, reliability, economic
benefits, optimized maintenance, operations and control,
scheduling, planing, decision making, and expansion.
Hence, forecasting for solar power is crucial. The main
hurdle of forecasting solar power is non-linear data. This
is due to the fact that the solar power is dependent on
weather condition, and the weather prediction is chaotic
in nature, which makes forecasting difficult. Hence, a
forecasting model is needed which can forecast non-
linear data. It is achieved by using Machine Learning
(ML) models. ML has the ability to solve complex
problem due to which it is used in various applications
such as forecasting, image processing, speech
recognition, medicine, medical sector, etc.

The present work is based on the forecasting hence the
literature is started with an overview of forecasting in
solar, wind, etc. [1], prediction of solar power [2], [3]and
load forecasting [4]. Forecasting non-linear data is a
challenging task which can be handled by optimization
algorithm and by ML algorithm. The prediction of non-
linear data with ML model is illustrated in [5],[6].
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Various application of ML algorithm in forecasting and
with optimization algorithm is illustrated in [7]-[10].
This made ML popular in the field of forecasting and
hence its approach in renewable energy applications
increased. Several applications illustrated in the literature
such as load forecasting [11], [12], solar irradiation
forecasting [13]-[16], electricity estimation cost
forecasting [17]-[19]. ML model from the conventional
to latest algorithm in small application is reported in the
literature such as ANN[20]-[24], RNN[25]-[28], CNN
[29]-[31], LSTM [32]-[35]. Apart from this the model
performance by statistical method is reported in the
literature [36]-[39].

The present work depict the development of CNN based
forecasting model for prediction of solar power for a day
ahead and a week ahead prediction in comparison with
conventional ANN based forecasting model, by
concerning solar irradiation, time, and temperature as
input parameters. “The data is collected from
Chhattisgarh  State Power Transmission Company
Limited (CSPTCL) from Feb 2019 to Dec 2019~ the
work highlights are:

e  “CNN based prediction model is developed and
predicted for two cases i.e., a day ahead and a
week ahead.”

e  “Comparing the performance of ML model it is
observed that CNN outperform than other
model.”

e “The data has been taken from Chhattisgarh
State Power Transmission Company to carry
out the research work.”
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Organization of paper is as follows: section 1 depicts
introduction and literature survey. Section 2 depicts
methodology and development of ML models. Section 3
represents statistical parameter for performance
evaluation of the forecasting models. Section 4 depicts
result and discussion, Section 5 depicts conclusion, and
at last section 6 deals with references.

2. Methodology.
2.1. Artificial Neural Network:

In literature, ANN has wide range of applications in
different branch of learning such as biology,
mathematics, medicine, economics, statics, computer
sciences, engineering, etc. this is due to its robustness.
ANN has the ability to solve complex problems i.e. both
linear and non-linear problems, which makes its flexible
and popular in many fields [21]. Later studies have
evidenced that the performance of neural networks has
enhanced via MLP model [22]. The neurons in the
structure of neural network varies depending on its
application.

In this work, the architecture of ANN is portrayed in Fig.
1, which consists of three layers. Input layer consists of
three neurons which represents time, temperature and
irradiance, hidden layer consists of five neurons and
output layer consists of single neuron. All neurons of
hidden layer are fully connected to the all the neurons of
input layer and output layer. To generate signals from
hidden layer and output layer the information is passed

W

through sigmoid function. Sigmoid function offers an
output ranges from [-1,1], which is advantageous to the
model. The mathematical modelling of ANN is
expressed from equation (1)-(6).
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Where ‘Wzi’and ‘W3’ are the weights associated with
layers as portrayed in Fig. 1. ‘b’ and ‘c’ are bias. ‘ZY
and ‘0% represents input to the second layer and third
layer. ‘OHY’ and ‘y*’ represent the output of second and
third layer. ‘y®> and ‘y*’ represent the real and
forecasted value. ‘e®’ represents the error and alpha is
the learning rate

Wa,

Input Hidden
Layer Layer

Output
Layer

Fig. 1. Architecture of ANN.

2.2 Recurrent Neural Network (RNN): RNN was
introduced in the late 1980s which is also known as hop-
field network its limitation and training is illustrated in
[40]. It is a special type of network which uses its
previous output data in its learning algorithm to predict
the output, which enhances the system accuracy. Thus it

is used for deep neural network, which enables it to
predict sequential data for forecasting. Traditional neural
network follows feed forward information where as
RNN uses a memory information from its previous
output as input to generate next value. In whole RNN has
three key features which is ‘memory’ which stores the
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information, ‘sequence learning’ which is ideally a time
series data, and ‘back propagation through time’ which is
the learning mechanism. The architecture of ANN is
portrayed in Fig. 2. RNN is modeled mathematically via
equations from (8)-(11), in which weights are
represented by W,V and U. ‘t, t-1, t+1° represents
present, past and future instances,

zt =B+ Wh'" '+ UX";
(8)

ht = tanh(z") ;

9)
0'=C+Vh'
(10)
G5t — .
Y =1-o¢ OUtput of the output layer

(11

Fig. 2. Architecture of RNN.

2.3 Convolution Neural Network (CNN): CNN was
introduced in 1980s by Yaan LeCun, which
revolutionized in the field of computer vision, enabling
advancements in image processing, segmentation and
detection. This makes applicable to various applications
in the field of engineering, science and in medical sector.
The architecture of CNN is portrayed in Fig. 3. that
consists of input layer, convolution layer, max pooling
layer, dense layer and output layer, that leverages
convolution layer to automatically and adaptively learn

architecture Rectified linear unit (ReLU) is used as an
activation function for each convolution layer to add
non-linearity in to the model, to learn complex problems.
The feature of pooling layer is to reduce the spatial
dimension, which reduces the computational load and
controlling over-fitting by making model invariant to
minor translations and distortions in the input, which
makes system robust. Dense layer is also known as fully
connected layer which is used to combine the features
learned by the convolution and pooling layer.

spatial hierarchies from raw pixel data. In this
Input Convolutional ~ Nfax Pooling Dense Output
Layer Layer Layer Layer Layer
Fig. 3. Architecture of CNN.
3. Statistical Measures (MSE), Mean Absolute Percentage Error (MAPE) and
Statistical measures are fundamental tools used to Correlation of Regression (R°)”, are the indices used in

analyze, visualize, and draw conclusions from data. It
provides insight to the datasets, considering its
characteristics and relationship among different
quantities. It is widely used by the researcher and data
analysts to make decisions. In this work, this tool is
utilized to determine the performance of the ML model.
“Mean Absolute error (MAE), Mean Square Error

this work for analyzing performance of ML model. This
tool is applied to each ML algorithm and the obtained
result are then compared to each other to drawn the
conclusion. The mathematical expression of these
statistical measure is expressed from equation (12)-(15).

1
MAE = 15,14~ P
(12)
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1
MSE = 3L (Ai = P)?
(13)
MAPE = >3 F’fﬂ 100
(14)
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Zlivzl(Ai—mean(Pi))2

(15)

Where ‘Ai’ and ‘P;’ represent the actual and predicted
values.

4, Result and Discussion:

CNN based forecasting model is developed and
compared with RNN and ANN based forecasting model.

The model is trained via three input parameters as time,
temperature and irradiation and predicted solar output
power for a day ahead and a week ahead. The entire data
set is divided in to two groups for training and testing
purpose. 70 % of data is used for training and 30 % is
used for testing. The raw data is first converted into
useful data which is portrayed in Fig. 4, which consists
of the hourly data when the solar output power is
available. To ease of handling the data for ML model,
the data is first normalize via equation (16), and after
prediction, the data is demoralized via equation (17) to
get the original data.
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Fig. 4. Real-time data of CSPTCL, India.
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Fig. 5. Comparative analysis of ML model for a day ahead prediction.
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Fig. 6. Comparative analysis of ML model for week ahead prediction.

Table I Performance matrices for a day ahead prediction.

S.No | Performance matrices MAE MSE MAPE R?

1 CNN 3.28 44.9 0.09 0.97
2 RNN 7.01 157.8 0.34 0.91
3 ANN 4.07 72.23 0.12 0.96

Table 11 Performance matrices for a week ahead prediction.

S.No | Performance matrices MAE MSE MAPE R?

1 CNN 6.35 149.8 0.29 0.86
2 RNN 8.69 279.5 0.43 0.74
3 ANN 7.11 224.7 0.34 0.79

Xnormalized = _Xi~Xmin (16) solar power exhibits non-linear characteristics, making

Xmax—Xmin

Xdenormalized = Xi * (Xmax - Xmin) + Xmax

(17)

The ML model is trained and tested for a day ahead and
a week ahead prediction. The foretasted results obtained
form ML models are compared and portrayed in Fig. 5
and 6, and its performance is evaluated via performance
matrices which is tabulated in Table | and Table Il. Least
value of MAE, MSE and MAPE represents the best
performance of the model and maximum value of R?
represents the best performance of the model. Upon
observation in Table I and I, CNN have least value in
MAPE, MSE and MPE whereas greatest value in R?, as
compared to other ML model. In practice, the objective
is to reduce the error as minimum as possible, but ideally
the permissible values of MAE must be less than 10% in
all the scenario for non-linear prediction, which is
observed in this paper which validates the result.

5. Conclusion

An important aspects of solar power forecasting is in
decision making, planning, scheduling, and control
within the power sector. Given its dependence on nature,

accurate forecasting a challenging task. Consequently, it
is imperative for both companies and researchers to
develop models capable of handling non-linear data. This
study presents a ML (ML) based approach to forecast
solar power generation. Specifically, CNN, RNN, and
ANN models are developed to predict solar power one
day and one week ahead. Comparative analysis using
statistical parameters reveals that the CNN model
outperforms ANN and RNN models in terms of error
reduction and accuracy. The ability of CNN to handle
non-linear characteristics and temporal dependencies
makes them a valuable tool for solar power forecasting.
Future research can explore hybrid models and advanced
architectures to further enhance forecasting accuracy.
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