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Abstract: Containerization offers lightweight virtualization and modern applications are adopting containers because of their scalability, 

portability, and flexible deployment, particularly with microservices. In contrast to monolithic architecture, microservice design is a new 

paradigm that delivers granular and loosely coupled services. With containerization, it is feasible to create a scalable application 

architecture made up of several microservices. For their production environment, companies like Netflix, Google, Microsoft, and others 

have been using cloud environments based on containers. We have presented an extensive review of containerization, and microservice 

architecture in this paper. The study also discusses container orchestration, classification of container scheduling techniques, optimization 

objectives for scheduling of container-based microservices, and a comparison of different container orchestration platforms. Container 

scheduling strategies are widely developed using heuristic and meta-heuristic techniques. Designing a resource efficient scheduling 

technique for containerized microservice is a key challenge due to various factors such as dynamic workload and diverse resource 

requirements. Machine learning has great potential and machine learning-based techniques have been employed for the optimized 

scheduling of containerized microservices in recent years. It is possible to implement an intelligent container scheduling approach to 

forecast performance. Machine learning-based multi-objective container scheduling solutions can be proposed to obtain effective resource 

usage of cloud environment. We mention areas that still need investigation in the field of container scheduling for containerized 

microservices.  
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1. Introduction 

These days, cloud computing is becoming more and more 

popular. Many apps are moving from private infrastructures 

to cloud-based environments to take advantage of its 

features, which include scalability, flexibility, agility, and 

cost-effectiveness. When physical resources of the cloud, 

such as memory, CPU, storage, and network resources, are 

allocated to different cloud-based applications and 

computational resources are used effectively, the cost of 

application deployment and operation is decreased. One of 

the main concerns for cloud service providers is how to 

deploy applications on the cloud at a reasonable cost. 

Resource management, scheduling, and allocation have all 

been extensively researched for the deployment of a variety 

of dynamic applications to address these problems. To 

streamline processes and minimize costs associated with 

developing and deploying cloud-based services, we have 

investigated the multiple architectural paradigms [1]. 

Resource virtualization—or sharing of resources amongst 

applications—is made possible by virtualization 

technologies. Applications on the same system can therefore 

operate in many execution environments. To provide the 

necessary resource isolation, hypervisor-based 

virtualization incurs expense by performing various 

duplicate functionalities to abstract the system resources. 

CPU overhead, memory overhead, network overhead, and 

Disk overhead are the overheads that occur in virtual 

machines [2]. 

Containers are quickly gaining popularity and replacing 

virtual machines in recent years due to their several 

promising characteristics, like shared host operating system, 

quick launch time, scalability, portability, and quick 

deployment. With containers, applications can boost 

productivity and portability by wrapping all required 

dependencies as code, runtime, code, system libraries, and 

system tools, into a single box. This creates a run-time 

environment that is platform-independent [3]. Software 

applications that offer virtualization at the operating system 

level are called containers. Container-based computing 

platforms can be installed, terminated, replicated, recovered 

from, and relocated in milliseconds owing to their 

architecture [4]. 

The paradigm of cloud computing is being revolutionized 

by containerization [3, 4, 5], and in response to the 

increasing demand for these services, numerous cloud 

service providers have begun to offer services based on 

containers. A few instances are Amazon Elastic Container 

Service, Google Container Engine, and Azure Container 

Services. Modern applications must communicate in real-
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time, get regular updates, and deal with fluctuating traffic 

patterns.  

A new paradigm for developing applications for cloud 

computing is microservices. It separates an application into 

a collection of fine-grained, loosely connected services. It is 

a deployable and independently scalable application 

component. The traditional "monolithic" approach for 

developing applications, where every application is a stand-

alone, independent component, is contrasted with the 

microservice-based method. For example, in client-server 

applications, the server is a single unit that executes logic, 

gets and/or changes data, and responds to HTTP requests. 

Therefore, the challenge with these monolithic architectures 

is that every time the logic of the application changes, an 

updated version of the whole code base must be deployed. 

Because each microservice only handles a single subtask or 

service, there is less overhead in communication and less 

computing power needed.  

Numerous major corporations, such as Netflix, Amazon, 

IBM, Uber, Alibaba, and others, have moved their apps to 

this development framework because of microservices [6]. 

These days, cloud-based applications are frequently 

developed using the microservice architecture, which is 

growing in popularity in application design and 

development [7]. Microservices can be deployed and 

encapsulated in a cloud environment using containers, a 

lightweight virtualization technology. Certain scheduling 

techniques for containers have been suggested as a result of 

the advancements in container technology and the growing 

popularity of microservice architecture. Nonetheless, there 

are still a few significant issues with scheduling of 

containerized microservice in cloud environments that need 

to be resolved. 

The growing popularity of microservice architecture and 

container architecture for cloud computing offers the chance 

to enhance the elasticity and scalability of application 

development. Compared to virtual machines, containers 

offer more portability, faster deployment, and reduced 

utilization of resources. As a result, it's a great tool for 

scheduling, encapsulating, and deploying microservices. At 

present, Google Kubernetes, Apache Mesos, and Docker 

Swarm are the most popular container cluster management 

tools [8, 9, 10]. 

To the diverse workloads and resources available on the 

cloud, container scheduling has become essential for the 

cost-effective operation of microservices on the cloud 

platform. Researchers have proposed various container 

scheduling approaches to accomplish different performance 

objectives, including response time, energy consumption, 

resource utilization, and availability, load balancing, and 

cost. There was some investigation into the practical 

deployment of microservice-based applications using 

containers. In a cloud system based on containers, we 

investigated container scheduling for microservice 

deployment. One researcher has developed approaches to 

figuring out how much resources to allocate to each 

microservice and how to scale effectively when workload 

varies.  

In addition to meeting the cloud cluster's load requirements, 

an efficient container resource allocation strategy 

guarantees the cluster's reliability and efficiency. Additional 

study is necessary to investigate the performance of 

microservice applications, cloud cluster reliability, and 

network transmission overhead between microservices, all 

of which can be enhanced [7]. 

The remainder of the paper has been arranged in this 

manner. A brief history of containerization, container 

architecture, and microservices architecture is given in the 

second section. The third section presents a comparison of 

several container orchestration technologies, classifies 

container scheduling strategies, and explains the 

optimization objectives used to schedule microservices 

based on containers. The scheduling of containerized 

microservices is discussed in the fourth section along with 

the relevant container scheduling work for microservices. In 

the fifth section, the significance of machine learning is 

discussed, along with an in-depth investigation of the 

techniques based on machine learning that are employed in 

container scheduling. Additionally, it shows how well 

machine learning techniques perform in different 

optimization objectives and the scheduling container 

technology. The sixth section presents research and the 

future. The future and research directions in the field of 

containerized microservices scheduling are presented in the 

sixth section. The seventh section brings survey to its 

conclusion. 

2. Background 

Significant background information on container 

architecture, microservices architecture, and container 

engines is presented in this section. We have also showcased 

the associated research that compares the performance of 

virtual machines and containers made with Docker. 

2.1 Containerization  

High service downtime occurs while an application is being 

upgraded on a virtual machine. On the other hand, due to 

their faster startup times and improved performance, 

containers are promising lightweight virtualization 

technology for cloud-based services, particularly when it 

comes to microservices, edge computing, smart cars, and the 

Internet of Things [10]. The architectural approaches for 

virtual machines and container technologies are distinct, as 

seen in Figure 1. Considering the container architecture, a 

container engine represents the top layer of the stack's 

resource management system. It is situated directly on top 

of the host operating system, whereas the comparable layer 
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in the virtual machine architecture is called the hypervisor. 

The fact that a guest operating system is not needed for 

running containers is a fascinating characteristic of the 

container-based design. Compared to virtual machines, it 

offers portability, efficiency, and less overhead because the 

hypervisor layer is removed [11]. 

 

Fig 1. Hosting Approach: Virtual Machines and Containers 

Furthermore, the authors in [11][12] found that in terms of 

total throughput, services deployed using containers 

perform far better than virtual machines. Virtual machine 

deployment of real-time applications was also found to have 

a significant performance overhead, as shown by the CPU 

utilization and memory consumption. Moreover, Docker 

containers are allegedly launched on top of Amazon EC2 

virtual machines by Amazon Cloud, which goes against the 

standard procedure for application deployment shown in 

Figure 1. The container deployment strategy used by 

Amazon Cloud Platform is depicted in Figure 2. 

 

Fig 2. Container hosting approach in Public Cloud 

Developers use container technologies extensively for 

deploying various microservices. Despite containers' 

enormous popularity in cloud computing, no comprehensive 

study is present that addresses scheduling approaches for 

containers from the perspective of containerized 

microservices [12,13]. When it comes to application 

deployment, developers who build and deploy application 

containers must make the most of the infrastructure's 

performance. The demand for various types of container 

scheduling algorithms for the deployment of containerized 

microservices is driven by this resistance to cloud providers. 

2.2. Container Engine Architecture 

Software developers build and distribute container images, 

which are files that include the data needed to run a 

containerized application. Containerization tools are used 

by developers to create read-only, non-modifiable images in 

containers. On top of any infrastructure, users can create 

containers with the use of containerization tools. The most 

widely used container solution available right now is called 

Docker, and here it is used to illustrate the concept of 

containerization.  

Docker is an open-source platform that makes it simpler to 

build, deploy, and run services that use containers. Users 

can deploy applications more quickly by separating the 

applications from the infrastructure through the use of 

Docker containers. Docker Swarm, Docker Compose, 

Docker Images, Docker Daemon, and Docker Engine are 

major components of Docker. We may manage this 

infrastructure in the same manner that we would an 

application. The Docker container engine's architecture is 

depicted in Figure 3. 

 

Fig 3.  Architecture of Container Engine [14] 

The component of Docker that creates and manages Docker 

containers is the Docker engine. The container is an instance 

of a Docker image that is currently running. A Docker image 

is a read-only template which contains the instructions on 

how to build a Docker container. The Docker daemon serves 

as a process that is used to manage and control the 

containers. The primary service that Docker users use to 

interact with Docker containers is the Docker client. Every 

Docker image is stored in a Docker registry. The Docker 

CLI (Command Line Interface) enables us to start, stop, or 

remove containers [14]. 

2.3. Microservice Architecture 

A new paradigm for developing cloud applications is 

microservices. An application is divided into several fine-

grained, loosely coupled services using microservice 

architecture. A microservice is a deployable, independently 

scaled application component. The traditional "monolithic" 

approach to application development, in which each 
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application is a single autonomous unit, is compared with 

the microservice-based approach. Many organizations, 

including Uber, Netflix, and Amazon, are switching from 

traditional monolithic architecture to microservice 

architecture because of their high scalability requirements 

and massive user counts. A comparison of the microservice 

and monolithic architectures is shown in Figure 4. 

Monolithic applications are scaled by replicating them on 

multiple servers, while microservices are scaled by 

distributing across cloud servers and replicating them as and 

when required.  

 

Fig 4. Monolithic and Microservice architecture 

Compared to monolithic architectural approaches, 

microservices are independent components of an 

application that are small and easy to work with. The 

flexibility to adapt and be implemented on their own is 

referred to as the services' autonomy. Microservices can 

independently create, deploy, test, and operate; they are 

typically run by separate developer teams and structured 

around business logic. Moreover, microservices may utilize 

many technologies and be developed using different 

programming languages. Microservices are deployable and 

scalable using container-based virtualization [16]. The 

deployment of a microservice instance in a cloud container 

is depicted in Figure 5. 

A newly created microservice should be able to register 

itself by saving its runtime configurations and updating the 

deployment information so that it can communicate with 

other microservices in the same application. Microservices 

will have their development framework and each will be 

developed independently. To create microservice binaries, 

the deployment server retrieves the source code from the 

repository, compiles, and tests the microservice code. The 

deployment server generates a container image with these 

binaries, which is then kept in the repository of containers. 

These container images are deployed to the deployment 

server after they are created. The developed microservice 

would be deployed in one or more containers. 

 

 

Fig 5. Deployment of Microservice in container [16] 

A newly created microservice should be able to register 

itself by saving its runtime configurations and updating the 

deployment information so that it can communicate with 

other microservices in the same application. Microservices 

will have their development framework and each will be 

developed independently. To create microservice binaries, 

the deployment server retrieves the source code from the 

repository, compiles, and tests the microservice code. The 

deployment server generates a container image with these 

binaries, which is then kept in the repository of containers. 

These container images are deployed to the deployment 

server after they are created. The developed microservice 

would be deployed in one or more containers. 

3. Container Scheduling for Microservices 

Emerging requirements for container scheduling are 

imposed by the container-based infrastructure to guarantee 

the performance of deployed microservice-based 

containerized applications. The underlying physical 

machine or cloud cluster must provide the resources that a 

container requests, which are frequently a combination of 

several resources like CPU, memory, network, etc. Since 

there are frequent updates and data transfers, containers 

inside a distributed application frequently have a strong 

affinity for one another. Thus, affinity needs to be 

considered when planning container schedules. During the 

execution of the application, the scheduling algorithms are 

routinely called upon, especially when scaling out or 

recovering from failure, which typically involves crucial 

time constraints. As a result, the scheduling overhead ought 

to be minimal [17,4]. 

3.1 Container Scheduling Classification   

Numerous research papers on container scheduling have 

been reviewed by us. It was discovered that the four kinds 

of container scheduling approaches under investigation each 

had different performance and quality characteristics. The 

majority of the suggested approaches fall into Mathematical 

modeling-based techniques, Heuristics based techniques, 

Meta-heuristics-based technique, and Machine learning-
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based techniques.  

Mathematical modeling offers the optimization of a linear 

function using a set of linear constraints, the technique is 

called integer linear programming. From the perspective of 

container scheduling, it does not offer optimum solutions 

promptly. Many researchers have proposed linear 

programming models for container deployment considering 

various optimization objectives to obtain optimum container 

scheduling and showed efficient results as well. It has been 

observed that mathematical modeling is suitable to the 

problem in small size.  

After a detailed survey it is found that compared to 

mathematical modeling, the heuristic techniques are 

preferable in container scheduling. Most of the approaches 

investigated in recent years use some kind of heuristic to 

find the optimum container scheduling. In the majority of 

situations, heuristic algorithms are simple to use and offer 

effective scheduling in a small amount of time. Most of 

these approaches combine current container scheduling 

techniques and apply them in Kubernetes and Docker 

Swarm. [3] Summarized the heuristic techniques employed 

in container scheduling. A researcher has showed a scheme 

for efficient resource utilization. Container scheduling 

framework for the Docker environment also proposed best-

fit scheduling that offers dynamic monitoring and showed a 

23% energy-efficient solution as compared to Docker 

Swarm. A multi-objective approach that combines all three 

(Spread,Binpack,Random) of  Docker Swarm to provide 

efficient container scheduling is proposed with 

considerations of memory utilization, network delay, CPU 

utilization, and interaction between cluster nodes and 

containers. The approach showed efficient performance. 

After the survey, it is observed that heuristic techniques 

generally offer quick optimization, furthermore, they can be 

integrated with other optimization approaches for enhanced 

container scheduling. 

Meta-heuristic approaches are promising in getting the 

optimum solution in a variety of sectors nowadays. Ideally, 

these approaches are adaptive to the environment and they 

can be based on Genetic algorithms, Ant Colony 

Optimization, and Particle Swarm Optimization. [3] 

Summarizes meta-heuristic approaches used in container 

scheduling. Kaewsaki(2017) presented ACO(Ant colony 

optimization) based approach presented to improve resource 

usage and load balancing. The strategy was experimented 

on Docker Swarm and showed 15% enhanced performance. 

From the perspective of the microservice, Lin(2019) 

presented a multi-objective ACO scheduling technique that 

is used to optimize network transmission overhead, failure 

rate, and resource utilization of containerized microservices. 

Results showed enhanced resource usage and reliability. 

Genetic algorithms and Particle Swarm Optimization-based 

container scheduling techniques have also been proposed in 

recent years. Li(2018) proposed a PSO-based technique to 

improve load balancing and resource usage. Results showed 

enhanced performance by 20% compared to the spread 

technique of Docker Swarm.  

After an extended literature survey, it is observed that 

researchers have proposed hybrid scheduling techniques for 

container scheduling in which ACO and PSO are combined 

to offer efficient scheduling mechanisms. Furthermore, it is 

found that meta-heuristic approaches are more suitable for 

multi-objective optimization. The field of machine learning 

has been an emerging field of study that has shown 

tremendous potential in numerous applications across 

various fields and it holds great potential for container 

scheduling. Particularly when it comes to scheduling the 

containerized microservice, machine learning approaches 

are thoroughly investigated. We have investigated the 

machine learning algorithms employed for the scheduling of 

the containerized microservices and discussed in Section-5 

of the paper. 

3.2. Performance Objectives for Container Scheduling 

According to particular user requirements, the scheduling 

decisions typically need to accomplish several performance 

objectives. When deploying applications in containers, 

striking a balance between competing optimization 

objectives is still a major challenge. The objectives 

mentioned below are thought to be the most typical ones for 

scheduling cloud containers [3,4]. 

Energy efficiency: The huge amount of electricity used by 

cloud environments has become a major concern in the area 

of cloud computing due to the constantly expanding scale of 

cloud data centers. When deploying containers on nodes that 

are working, the amount of power used is referred to as 

energy consumption. The objective seeks to reduce the 

cluster's overall power consumption.  

Cost: The total cost of running an application is determined 

by the price of several services, including computing, 

storage, and communication. The amount of time needed to 

run an application on the cloud cluster's available cores is 

referred to as the computation cost. The more time an 

application runs on a processor, the more costly it becomes.  

Availability: It specifies how long a user has access to an 

application. Availability is a key component of cloud 

computing, where users should always be able to access a 

service or application. The objective is to ensure that the 

schedule that is generated offers some kind of fault tolerance 

for the different services that the application provides, 

requiring redundancy in the number of containers that are 

deployed in the cloud. 

Resource Utilization: It is the effectiveness with which a 

worker node uses its memory, core, and network bandwidth. 

To achieve this goal, a cluster node's energy efficiency and 
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cost-effectiveness increase with its resource utilization. For 

energy and cost efficiency, infrastructure-level resource 

utilization measures like CPU and memory usage are 

typically regarded as vital application performance 

indicators. 

Load Balancing: The task of dividing up the workload 

among available resources equally so that no one node 

becomes overloaded is known as load balancing. 

Throughput, cost, and response time are all impacted by this 

objective. This measure is  

critical, particularly for container applications that take 

advantage of microservice architectures.  

Scalability: The scalability of containers to maintain the 

required service even in the face of growing system demand 

for the application or service is another important parameter. 

Latency: The duration needed for an application to run from 

start to finish is known as latency. Reducing latency is 

always the objective of a good scheduler. Cost and 

throughput are greatly impacted by this objective. 

Security: An ability to protect data and services from 

malicious attacks or software bugs by encryption and access 

control methods. Orchestration tools must be able to offer 

essential security.  

Network Bandwidth: The number of bits transferred in one 

second on the network is referred as network bandwidth. It 

would assist in assessing network delays and handling 

congestion that occurred during the communication of 

containers. 

Carbon Emission: It is the volume of Carbon Dioxide that 

is emitted into the atmosphere as a result of using electric 

power that is specifically created when fossil fuels are 

burned. 

SLA assurance: The majority of containerized applications 

are set up with precise performance parameters, including 

throughput, launch time, completion time, and response 

times. The majority of these constraints are outlined in SLA 

contracts, and breaking them may result in a penalty. 

3.3. Container Orchestration 

The containers are widely employed by organizations to 

deploy modern applications such as IoT and Big data in 

cloud data centres. As a result, container orchestration has 

emerged. Container orchestration facilitates defining, 

selecting, deploying, monitoring, and dynamically control 

the configuration of containerized services in the cloud. The 

container orchestrator performs the scheduling of 

containers, selecting the optimal node and ensuring the 

container is running in the desired state. Container 

orchestration system enables organizations to streamline 

application development by deploying the same application 

without having to rebuild it in a cloud computing 

environment. 

The deployment of containerized microservices, cost, and 

performance are all significantly impacted by the intricate 

container scheduling problem. Applications are not just 

moved between servers and turned on and off with container 

orchestration. When a multi-container application is 

deployed, users can specify how to manage the cloud's 

containers through the use of container orchestration. 

Container orchestration describes the way multiple 

containers are managed as a single unit in addition to how 

they are initially deployed [18]. The section discusses 

taxonomy of container orchestration and analyses the 

orchestration systems in the context of the scheduling of the 

containerized applications. [19] Analyses the existing 

container orchestration systems concerning container 

technology used, the application model it follows, 

placement constraints, and resource granularity. 

Orchestration systems for the system objectives such as 

scalability, availability, throughput, and resource utilization 

are also investigated. The result of the investigation is 

summarized in Table 1. 

Container orchestration tools available today are as follows.  

Docker Swarm 

The built-in scheduling and clustering mechanism for 

Docker containers is called Docker Swarm which 

orchestrates the application or service running in a Docker 

container. Applications are treated as services; they might 

be decomposed in microservices and may be deployed in 

one or more containers. The Swarm manager is used for 

controlling the entire life cycle of applications containerized 

in Docker containers. It supports three scheduling 

techniques by default: First, there is the Spread approach, 

which chooses the newly deployed containers for operation 

on the least loaded hosts; second, there is the BinPack 

strategy, which chooses the most loaded host with sufficient 

resources to run the containers. In addition to this, the third 

is the Random method, which chooses the node at random. 

Kubernetes 

An open-source container orchestrator called Kubernetes 

was first created by Google that facilitate the automated 

deployment and scaling of containerized applications. The 

pod is a group of containers and the basic building block of 

the Kubernetes orchestration framework. Kubernetes 

scheduler provides schedules for each pod based on 

available resources, filtered by user-specified requirements, 

and ranked according to application affinities that are 

individually defined. The Kubernetes cluster contains 

Master and Worker nodes, where the master node is the 

fundamental component and the worker nodes perform 

services to run pods. 

Mesos 
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Two steps are available for scheduling with Apache Mesos. 

It allocates the physical node's resources to each application 

in order  

during the first stage, which is referred to as the framework. 

After accepting the offer, the framework can use its built-in 

framework scheduler to plan its tasks on the obtained 

resources. Mesos does not offer service discovery. Hence, 

Kubernetes or Swarm is integrated to address this lack. 

Orchestration frameworks Aurora and Marathon depend on 

Mesos to manage the cluster resources of the container 

cluster.  

Aurora is developed by Twitter, a scheduler that runs on 

top of Mesos and enables long-running services to be 

deployed on the container. 

is a framework for Mesos that is developed for the 

orchestration Marathon of long-running services. It offers 

fault tolerance and high availability; it ensures that deployed 

applications will continue running even in the situation of 

node failures. 

YARN is designed for orchestration of Hadoop tasks, it also 

supports frameworks like Giraph, Spark, and Storm. Each 

application framework running on top of YARN coordinates 

its execution flows and optimizations as it sees fit.  

Omega is Google's next-generation cluster management 

Table 1 . Taxonomy of Container orchestration tools 

Orchestrator Swarm Kubernetes 

Apache 

Mesos Aurora Marathon YARN Omega Fuxi 

Organization Docker Google UC Berkeley Twitter Mesosphere Apache Google Alibaba 

Open Source ✓ ✓ ✓ ✓ ✓ ✓ - - 

Technology 

of container Docker Docker 

Mesos 

containers, 

Dokcer 

Apache 

Mesos, 

Docker 

Mesos 

containers, 

Docker 

Linux 

cgroups-

based, 

Docker N/S 

Linux 

cgroups-

based 

Pre-emption - - - ✓ - - ✓ - 

Rescheduling - - - ✓ - - ✓ - 

Scheduling 

constraints 

Label 

and 

affinity-

based 

Label and 

affinity-

based N/A 

Value and 

limit-based 

Value and 

limit-based 

Value and 

limit-based N/S 

Value 

based 

Scalability ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

High 

Availability ✓ - - - - - ✓ ✓ 

High 

Utilization ✓ - - - - - ✓ ✓ 

High 

Throughput ✓ - - - - - ✓ ✓ 

Resource 

granularity 

Fine-

grained 

Fine-

grained Fine-grained 

Fine-

grained Fine-grained 

coarse-

grained 

Fine-

grained 

Fine-

grained 

Application 

workload 

Long 

running 

tasks All All 

Long 

running 

tasks 

Long 

running 

tasks Batch tasks All 

Batch 

tasks 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2024, 12(22s), 1108–1122  |  1115 

system  

that offers a platform that enables specialized and 

customized schedulers to be developed, providing users 

with great flexibility. 

Fuxi is a resource management and scheduling system that 

supports Alibaba's proprietary data platform. It is the 

resource management module on their Aspara system, 

which is responsible for managing the physical resources of 

Linux clusters within a datacenter [20]. 

 

4. Container Scheduling for Microservices 

In addition to fulfilling user service needs, efficient 

container scheduling minimizes running overhead and 

guarantees the performance of the application and the cloud 

environment underneath it [9,20]. We have reviewed the 

open issues within the scheduling of containerized 

microservices and presented herein this paper, different 

scheduling methods employed for the containerized 

microservices are investigated and discussed in this section. 

 

4.1. Issues in Scheduling of Microservices 

The number of independently running microservices must 

fulfil the necessary function, handling thousands of requests 

for access and ensuring high availability, scalability, and 

tolerance over network failures [21]. The services that 

comprise the application must communicate with one 

another constantly to use the microservices architecture. In 

order to complete the task, each service must simultaneously 

use the interface for interaction between its services. The 

communication between microservices is extremely 

difficult because an enormous number of microservices 

instances run on a large number of containers, and the 

placement of microservices instances is also constantly 

changing High complexity and dynamicity pose many 

challenges for handling microservices.For managing 

microservices networked together such as 2-tier or 3-tier 

web applications and Internet of Things (IoT) based 

applications, we have yet to discover a conventional large-

scale, optimized scheduling platform. Following a thorough 

survey, we discovered the following issues with 

microservices scheduling [22]. 

Configuration and Management 

Typically, a cloud application integrates several 

interdependent microservices, such as a web server, 

database server, and load balancer, to provide a variety of 

functionality. These microservices also have interference 

and dataflow dependencies. Dealing with different 

microservice configurations and cloud data center resources 

operated by diverse performance needs presents some 

issues. 

Application Composition 

The workloads associated with various microservices are 

interdependent, meaning that modifications to one 

microservice dataflow and execution will have an impact on 

others. All things considered, the application composition 

must address the entire life cycle, including deploy, patch, 

monitor, reconfigure, and shutdown, all of which are 

influenced by each of the microservices' objectives for 

performance. 

Monitoring of microservice 

A clear and updated understanding of objectives for 

performance across microservices and data center resources 

is necessary for optimal application performance. Measures 

of performance include, for instance, throughput and latency 

for storage resources, utilization and throughput for CPU 

resources, and query response time for microservices based 

on NoSQL and SQL databases. Thus, there is still work that 

needs to be done to define and construct performance 

objectives across microservices in a coherent manner that 

provides a comprehensive perspective of data and control 

flows. 

Elastic Scheduling and runtime Adaptation 

Microservice scheduling is challenging due to several 

runtime uncertainties. Microservice workload behavior, 

including request arrival rate, type, and processing time, as 

well as Input/output system behavior and the number of 

users connecting to different microservice types and 

mixtures, is difficult to estimate. Developing workload 

models specifically for microservices presents a significant 

challenge: accurately determining and fitting statistical 

functions for observed distributions, including those 

pertaining to request arrival patterns, CPU and memory 

utilization patterns, I/O system behaviors, request 

processing time distributions, and network usage patterns. 

Manually solving the issue wouldn't be possible.   

Microservice Interference 

If several microservices are deployed in a single container, 

there may be resource conflict and interference because 

various microservices may have similar resource 

requirements. To minimize interference and make the best 

use of available resources, it's essential to understand how 

microservices running in tandem fluctuate in terms of 

performance. 

Service Discovery 

During the running time of microservices, discovering the 

proper microservice needs the orchestration which needs to 

be aligned with the essential quality of the service. An 

essential quality parameter is the latency of the discovered 

and triggered microservice. 

Performance isolation  
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In a containerized system, a single container can handle 

several heterogeneous microservices that offer different 

application-specific functionalities. Unexpected conflict 

and interference are possible in this scenario. Certain 

microservices have more storage requirements than others, 

some have more computational requirements than others 

(such as transactional query processing by database 

servers), and some have more communication requirements 

than storage requirements.  

Communication and integration  

These issues have arisen because of the distributed 

architecture of the microservices. It is challenging to ensure 

that the communication system is dependable and that the 

protocol to be used for communication and integration can 

manage challenging processes, even when microservices 

communicate with a more lightweight protocol. Reliability 

and durability are the two most crucial requirements for both 

problems; if these are not satisfied, the system's capacity to 

function properly and reliably will be impacted, perhaps 

leading to cascading failures. 

4.2 Approaches for scheduling of containerised 

microservices  

The deployment of containerized microservices poses some 

challenges, most of which are related to planning and 

deployment configuration in the container. The 

heterogeneous requirements of microservices demand an 

optimal container scheduling mechanism to meet these 

requirements. The microservices need to be monitored and 

automatically adjusted resources according to varying loads 

for the predictability and availability of the application. 

These requirements bring a lot of challenges for the 

scheduling. The chain of services must be arranged and 

managed, and the available resources must be scheduled for 

efficient utilization. The system's dependability and 

availability are directly impacted by ineffective scheduling. 

Additionally, container scheduling for microservices 

frequently needs to be reviewed for effective analysis and, 

further improvement. In this section, we have presented the 

studies and work related to the scheduling of microservices. 

[MIAO LIN, 9] presented a model to enhance the 

microservice-based container resource allocation approach. 

This model includes reducing overhead of network 

transmission between microservices, load, and enhancing 

the cluster services' reliability. The researcher used the 

average number of microservice request failures, the 

maximum value of the resource utilization rate, and the 

network transmission overhead between microservices to 

achieve this. This was implemented using an Ant colony 

optimization (ACO_MCMS) and it was presented to address 

the issue of containerized microservices in the cloud 

platform. It is compared with the current container 

scheduling policies for an average number of microservice 

request failures and computing resource utilization. The 

result shows enhanced performance.  

For microservices in clouds, [Sheng Wang, 23] suggested 

and developed a task scheduling algorithm of microservices 

as a cost optimization. Based on the workload statistics, the 

proposed strategy selects the container and adapts to the 

streaming load based on the statistics of the workload. The 

strategy was tested in simulation-based environment and 

results show reduced the cost in comparison with existing 

scheduling mechanisms. 

A microservices scheduling method called LWFF presented 

by [H M Fard, 24] in which the scheduling problem is 

characterized as an advanced version of the knapsack 

problem and solved using a multi-objective optimization 

technique, Findings indicate that, in comparison to the state-

of-the-art, the suggested mechanism is extremely scalable 

and concurrently boosts CPU and memory usage, which 

improves throughput. The suggested container scheduling 

technique outperforms the Spread and Binpack scheduling 

strategies in terms of throughput. 

A novel Microservice-based container framework proposed 

by [XUEHUA ZHAO, 25] for running mobility and delay-

sensitive applications at the lowest possible cost. The 

findings demonstrate that the suggested approaches can 

decrease costs, improve utilization of resources, and 

minimize service delay. 

Using the TOPSIS algorithm, [Tarek, 26] presented a novel 

scheduling approach that combines the principles of Bin-

Packing and the Spread techniques. The suggested approach 

aimed to identify, from a group of nodes that comprise a 

cloud infrastructure, the node with the best balance between 

three factors: (i) the total number of containers on the node; 

(ii) the total number of CPUs available; and (iii) the total 

amount of RAM accessible. The proposed scheduling 

mechanism is experimented with in Docker Swarm and 

compared with Spread, Binpack, and Random strategies. 

The result shows improved performance under various 

scenarios. 
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The first Ant Colony Optimization technique for container 

scheduling was introduced by [Kaewkasi, 3] to improve the 

utilization of resources through appropriate load balancing. 

Docker Swarm was used to integrate and test the proposed 

strategy. The outcomes demonstrated a 15% improvement 

in performance as compared to the Swarm Greedy 

technique. Nevertheless, the strategy only took into account 

a small number of optimization objectives, like load 

balancing and utilization of resources. 

[Mehmet,27] focuses on the challenges of scheduling and 

auto-scaling of containerized microservices. The authors 

claimed that existing scheduling mechanisms underperform 

with streaming workloads and in architecture consisting of 

virtual machines and containers. Thus, to overcome these 

challenges, researchers proposed an elastic scheduling 

mechanism that handles task scheduling and auto-scaling, 

which is based on a variable-sized bin packing problem 

(VSBPP). The proposed mechanism improves the success 

ratio and cost.  

C.T Joseph (2021) proposed a microservice rescheduling 

framework to address performance degradation and 

response time challenges. The author says, to define the 

quality of any microservice, response time is an important 

measure. The author claimed that the effect of configuration 

parameters of containerized microservices has not been 

handled well by the researchers. 

5. Machine Learning in scheduling of microservice 

based containers  

Automation of the container orchestration process for 

complex and heterogeneous workloads under cloud 

computing systems is very uncertain today. In the studies, 

we found that machine learning has already been employed 

in virtual machine orchestration. Current container 

scheduling mechanisms are typically designed with 

heuristic scheduling policies that do not take into account 

the variety of workload situations and QoS needs of an 

application. The majority of these techniques are used for 

small-scale systems that are configured offline based on 

specific workload scenarios. Such scheduling techniques 

cannot handle highly dynamic workloads where 

applications need to be scaled at runtime according to 

specific behavior patterns. When the system scales up, 

heuristic techniques may perform significantly worse. When 

resource provisioning, dependency structures between 

components of containerized systems are not taken into 

consideration. Within an application, several microservice 

units contain internal relationships and depend on one 

another. Microservice architecture suffers as a consequence 

of increased resource requirements and communication 

expenses. 

The majority of the attention of current container 

orchestration approaches is on evaluating infrastructure-

level metrics; application-level metrics and particular QoS 

(Quality of Service) needs are not given enough weight. The 

increasing complexity of managing applications on cloud 

platforms has compelled cloud service providers to use 

machine-learning approaches to optimize their container 

Table 2. Machine learning-based models used for scheduling containerized microservices 

 

Problem in scheduling of containerized 

applications 

Machine Learning 

 based solution 

Advantage/ Limitations 

How can the interdependencies between 

micro services be analyzed? 

 BO, GP, CNN, and  

  LSTM 

Increased accuracy of predictions/ 

Ignorance of updates regarding 

dependencies 

How can task dependencies in 

containerized applications be analyzed? 

  SVM Increased Accuracy/ The time overhead 

and computational expenses are explained 

implicitly 

How can resource scheduling for containers 

be made energy-efficient? 

MDP, Q-learning, and 

SARSA 

Cost saving, Minimizing task execution 

time/ Limited scalability 

When migrating micro services to cloud 

containers, how can the communication 

delay be minimized? 

DNN, Q-learning Minimizing task execution time/Limited 

scalability 

How can workloads be characterized by 

forecasting and modeling the behavior of 

requests and the pattern of resource 

consumption? 

ARIMA, Bi-LSTM, 

LSTM, K-means++,GRU, 

TSNNR 

Optimized Resource utilization/ 

Scheduling delays 
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orchestration strategies [28]. Therefore, machine learning 

techniques could be used to model and forecast metrics at 

the infrastructure or application level, including workload 

characteristics, system resource consumption, and 

application performance. However, machine learning 

algorithms, which offer better accuracy and less time 

overhead in large-scale systems, could generate resource 

management decisions directly in place of  

heuristic techniques. We investigated the research work 

where  

 

machine learning algorithms are utilized in container 

scheduling.  

In past years, machine learning has gained immense 

popularity and is widely employed in many research areas. 

According to their optimization objectives, we found that 

the most often used machine learning models in the 

container scheduling area are Regression, Classification and 

Decision-making. The overall performance of the 

application and resource efficiency are directly impacted by 

the quality of scheduling selections. Following our survey, 

it was found that a few researchers used machine learning-

based models in the last few years, particularly for 

scheduling of containerized applications.  

[3] Reported the work related to machine learning-based 

container scheduling. Resource optimization is very 

challenging in diverse workload scenarios. To boot resource 

usage, Nanda(2018) proposed a reinforcement learning-

based approach for container consolidation. The proposed 

technique showed enhanced results compared SJF and 

random scheduling techniques. Lv(2019) presented a 

random forest regression model for the prediction of the 

need of containers. The model accurately predicted the 

future resource needs. Liu(2020) proposed a model to 

predict the physical machine-level resource usage are 

considered to improve energy efficiency and Service Level 

Agreement of datacenters. The proposed model was tested 

in ContainerCloudSim and showed reduced energy 

consumption.   

[28] Shows an evaluation of machine learning-based 

container scheduling technologies. In 2016, K-nearest 

neighbor was employed to estimate the resource 

consumption of containerized applications. However, the 

application model only considered the time series pattern of 

infrastructure-level resource metrics. In Shah(2017)  long 

short-term memory (LSTM) model was applied to 

microservices dependency analysis, based on neural 

networks and fitted for classification, processing, and 

forecasting. The approach assessed the time series pattern of 

resource metrics as   

Table 3. Container scheduling techniques and optimization objectives have been used by the researchers 

 

Objectives ML 

approach 

used 

Container 

Technology 

used 

Limitations 

Energy Availability Utilization Load 

Balancin

g 

Cost Network 

  ✓ ✓   ACO Docker Require parameter 

tuning 

 ✓ ✓ ✓  ✓ First multi-

objective 

GA 

Kubernetes No energy 

reduction 

✓ ✓ ✓ ✓   GA Docker Slow 

  ✓ ✓   Random 

Forest 

Kubernetes Only predict the 

resources and lack 

of testing in real 

time 

✓  ✓ ✓   K-means Docker Few optimization 

objectives are used 

✓      NN based 

model 

Docker Performance is not 

considered 

✓  ✓    Linear 

Regression 

Cloudsim Cost is not taken in 

consideration 
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well as the internal relationships among microservices. 

Tang(2018) presented a  model for performance analysis of 

important resource metrics which was carried out using the 

bidirectional LSTM (Bi-LSTM) model. This model was 

employed to forecast application throughput and workload 

arrival rates. Comparing their training module to ARIMA 

and LSTM models, it has shown a notable gain in accuracy 

in terms of time series prediction. Podolskiy(2019) used 

Lasso regression (LASSO) to forecast the service level 

indicators (SLI) for the predictions of application response 

time and throughput. The ANN model was trained using the 

reinforcement learning technique, which provided the best 

scheduling mechanism with the least amount of 

performance interference.  

In 2020, many Reinforcements Learning based approaches 

were suggested. Qiu (2020), employed a model for 

microservice dependency analysis and identification of the 

essential components most likely to encounter resource 

shortages and performance degradations. This model was 

implemented using SVM. Zhang (2021), proposed a model 

combination of Convolutional neural networks (CNNs) and 

boosted trees (BT) to analyze the dependability and 

performance of microservices, with promising results. 

Table 2 displays findings following our thorough analysis 

of the machine learning-based container scheduling model. 

It demonstrates how different machine learning-based 

scheduling techniques have been designed for containerized 

microservices. A summary of meta-heuristics and machine 

learning-based container scheduling techniques 

summarized with the optimization objectives have been 

used by the researcher and shown in Table 3.  Analysis has 

shown that approaches based on machine learning and meta-

heuristics are better suited for multi-objective optimization. 

To summarize, the majority of research studies use 

reinforcement learning models for scheduling decision-

making to improve utilization of resources and reduce task 

completion time. 

6. Discussion and Future Research Directions  

Applications like the Internet of Things (IoT), 

microservices, smart infrastructure, and containers are 

growing at a rapid pace and are widely used in cloud 

computing environments. Containerization is a lightweight 

virtualization solution that facilitates microservice 

application encapsulation, scheduling, and deployment. For 

this reason, a lot of cloud service providers have integrated 

container technologies into their infrastructure to automate 

applications. Container scheduling is proposed as a key 

research challenge to address the automation of deployment, 

scheduling, auto-scaling, and networking of containerized 

applications. Applications that are highly diverse and 

dynamic, significantly increase the complexity of container 

scheduling. 

Conventional scheduling and optimization techniques are 

insufficient for scheduling containerized applications, 

according to an analysis of different container scheduling 

methods. All of the important objectives for performance 

cannot be achieved by a single algorithm. Therefore, there 

are still several issues that need to be resolved as important 

areas for future research in the field of scheduling the 

deployment of containerized applications in cloud 

environments. With the rise of the fog computing paradigm, 

processing and storage are being pushed closer to the user 

for real-time applications resulting in reduced energy 

consumption and quicker response time. The essential 

technology used to provide such services are 

containerization, which allows for dynamic workloads and 

applications. To use this new field of microservice 

applications, more resource-aware and energy-efficient 

container scheduling strategies are also needed. 

In the last few years, machine learning-based techniques 

have also been used for containerized application 

scheduling improvement. Nonetheless, we have shown how 

different strategies compare in terms of performance and 

optimization objectives. Only machine learning would be 

useful for dynamic and varied workload-specific scheduling 

strategies. It would also be able to predict future 

consumption of resources and workload, which would 

enable intelligent scheduling decisions. Microservices have 

become widely used in many domains, and most cloud-

native applications these days might have a large number of 

microservices. 

The number of user requests, their interdependence, 

interference, and scalability all affect how an application 

behaves, which increases overhead and lowers performance. 

Therefore, an intelligent and efficient container scheduling 

that takes into consideration every microservice architecture 

issue would be needed. Multi-dimensional metrics for 

performance would be predicted using machine learning 

methods. The quality of scheduling and resource 

provisioning decisions made in response to shifting user 

demands in complex systems with diverse resource 

utilization and dynamic workloads may be further enhanced 

by these insights. 

7. Conclusion 

In this paper, we showed that the most appropriate method 

for deploying containerized microservices in a cloud context 

is containerization, which offers lightweight virtualization. 

The growing popularity of cloud-based containers 

highlights how crucial microservices management and 

orchestration are to the entire microservices architecture. 

Based on the optimization strategy used for containerized 

application scheduling, we have presented the classification 

of scheduling approaches and discussed several container 
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orchestration tools. 

Docker and Kubernetes would provide the best performance 

in container orchestration and management from the 

perspective of application developers. Our research 

indicates that estimating the behaviour of microservice 

workload concerning processing time, request arrival rate, 

type, and number of users connecting to various 

microservice types is challenging. For predicting 

performance objectives, the microservice-based workload 

model can be employed. In our studies, we found that 

Machine Learning has a great potential for implementing 

intelligent scheduling mechanisms. Our survey results show 

that machine learning techniques are the most effective for 

the scheduling of containerized microservices by making 

the most use of the underlying cloud resources. Based on 

these findings, we have suggested potential further studies 

in this paper. 

Furthermore, to offer efficient container scheduling, multi-

objective container scheduling techniques can be employed 

to manage resources efficiently. Hybrid machine learning-

based approaches can also be employed. Our survey would 

help researchers identify the key characteristics of Machine 

learning-based approaches and choose the most suitable 

method for efficient container scheduling for the 

microservices. 
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