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Abstract: Deep learning uses many layers to express data at different levels in order to extract the data that is required. The DeepID and
Deepface penetration rates were stopped in 2014 thanks to the employment of this sort of technology, which expanded and constituted an
increasingly important field for study attention. This method stands out due to the hierarchy influence that is created by combining pixels
in order that comprise the face images. Enhanced accomplishment has consequently enhanced greatly, which has been an important
factor in the accomplishment of presentations on a international scale. Scholars attempted to create one-shot algorithms using deep
learning in an attempt to imitate the recognition of faces, an unique situation that separates humanity from other species. Despite deep
learning's superior precision as well as methods for identifying diverse image difficulties, the aforementioned methods usually function
optimally as a large number of practice examples are accessible. In the present article, we cover a number of research investigations and
initiatives that have been completed undertaken in the discipline, as well as an overview of recent advances in recognition of faces and

deep one-shot recognition of faces.
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1. Introduction

The importance of creating biometric applications such as
facial recognition has been growing recently. Several
researchers and technologists across the globe have been
involved in this endeavor in order to improve the reliability
and precision of these mechanisms and their utilization in
everyday activities. To protect confidential information,
several security measures need to be in existence. The
identification of a password is the single most frequently
utilized recognition technique. As technological advances
and security algorithms progress, numerous systems are
beginning to incorporate a variety of biometric variables
for task recognition. [1,2]. The attraction of biological
feature-based people-identification technologies derives
from their simplicity of application. The face of an
individual is composed of multiple characteristics and
components.

It has consequently evolved to turn into one of the greatest
commonly utilized biometric identifying systems over
recent years because to its capability in some kind of a
range of applications and sectors (home security,
surveillance, border control, etc.) [6,7]. Various biometric
factors enable the identification of individuals depending
on behavioral or physical characteristics. Additionally,
they provide a number of advantages including the
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capacity to recognize when someone is in front of the
sensor and the removal of the need to memorize numerous
passwords or private codes. In recent years, numerous
biometric recognition systems based on iris, Vvoice,
fingerprint recognition, and facial recognition software
have already been deployed within that field. Earlier
attempts to distinguish human traits included single or
multiple layer representations, such as filtered response,
histograms of coded characteristic, and the arrangement of
dictionary searches atom.

In 2014, the professor Xiaoou of Hong Kong Institute
proposed DeeplD. This algorithm is based on CNN. Three
layers for convolution and pooling were used, in addition
to a completely interconnected layer. By employing a
multi-layer of combined convolution and pooling layers of
data, the approach has become considerably more durable
and impermeable to communication, status, illumination,
and diffraction. DeeplID's accuracy with CeleFace is 97.45
percent. DeeplD2 was created as a consequence of
academics attempting to enhance DeeplD by adding new
features in the competitive world of technology. On the
NN, DeeplD2 increased the verification and recognition
signals. This characteristic allowed this method to be
distinguished based on the recognition of various faces and
samples[5]. Practically all aspects of FR studies have
evolved due to deep learning, including algorithm
enterprises, exercise/assessment datasets, presentation
circumstances, and even assessment procedures [8].
Consequently, it really is crucial to investigate the current
dramatic advancement and innovative processes. Recent
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Published surveys on FR and its sub-domains include
illumination -invariant FR [14], 3D FR [10], and pose -
invariant FR. These surveys mainly presented as well as
associated a various range of methodologies tied to a given
FR situation [11] [16].

Due to the earlier literatures and studies, none of them
addressed the most effective deep learning technique used
currently [8]. For instance, localized, zonal, and hybrid
approaches offer outstanding discrimination and
robustness. Nevertheless, there continue to be certain
issues that have to be resolved due to multiple encounters
such lighting conditions, head alignment, and facial
expression. One of most intriguing solutions have
developed to address each of these issues, leading to the
creation of reliable face recognition systems. Face
recognition are among the most common biometric
techniques, especially to  quick  technological
breakthroughs like Portable electronic devices and cameras
for digital photography, as well as an increasing need of
the confidentiality. Despite this, they necessitate a lengthy
process to perform, require a significant memory, and are
quite difficult [17].

2. Related Work

In terms of computer-assisted face identification based on
partial facial pictures, the research appears to be limited
and inconsistent. Face recognition issues have been solved
using a variety of methods. Savvides et alwork's on this
topic was one of the first we could find. They evaluated
quantifiers with discriminative capacity on various face
areas in that study. The approach of kernel relationship
sieves was used to minimize picture density and extract
features based on grey scale images [18]. Deep learning
algorithms are now being used in biometrics studies of
facial recognition. An individual's identity can be inferred
from their face in great detail. Researches have suggested
many methods for separating relatives or faces with
commonly described. The literature on siblings and
relatives, on the other hand, is disjointed and inconsistent.
To tackle the Kinship verification challenge, several
innovative ideas have been proposed [19],[20].
Researchers used an unsatisfactory measure of
resemblance to acquire knowledge for family members
detection in the presence of doubtful trial combinations,
such as considerable age disparities or gender inequalities
between relatives. The approach they take is divided into
two parts: confusion and classification. throughout the
disorientation period, researchers constructed confusing
photo sets of basic sets to confuse the similarities
measurement. continuous access categorization across
genuine and created pairings creates a significant ranking
of similarity throughout the process of discrimination
period. The experiments they conducted demonstrated that

the approach they used was more reliable compared to
cutting-edge technologies. [21].

Face Recognition with a high degree of accuracy. Face
recognition, as compared to closed-set image
categorization, is an essential open-set metric acquisition
challenge. In general, face recognition is monitored by
margin-based softmax losses [24, 25, 28, 30, 23, 29],
metric losses of learning or combination. [26], [27] rather
than the classic softmax loss. Furthermore, the preparation
set for face recognition is frequently bigger than that for
image classification. Large CNNs, such as ResNet [23] or
AttentionNet [29], are commonly used to improve
performance, although they are difficult to implement on
mobile and embedded devices. Some studies [22, 31] begin
by designing tiny networks, however, there is an
undesirable trade-off among inferences performance and
time. prompting us to apply the knowledge distillation
technique to condense the models further.

Lahasan et al.[32] presented a framework for face
identification under various situations called the Optimized
Symmetric Partial Facegraph (OSPE). Occluded faces,
facial expressions, and lighting variations are just a few of
the clues they employ in their research. Again, their
experiments have demonstrated that adding incomplete
face data can increase recognition rates [33].Three
elements must be used in the FR system. The face detector
is initially used to identify individuals in images and
movies. The face feature detector is then used to align face
features to the canonical standard co-ordinates. Lastly, the
FR modules are optimized to make advantage of these
synchronized images of facial features. [17].

Li et al. the designed, Assessments of artificial intelligence
accessible libraries in the development of attending
recording (AT) assistance platforms using inside
surveillance cameras, also known as ATSS, were
scheduled, built, and carried out. The device was utilized
to capture the presence of 120 learners across five classes
on the third level of the FPT Polytechnic College facility.
The design allows for flexible system scaling, and it may
be utilized as both a general attendance system with CCTV
and a school attendance system. The measurements show
that the precision is suitable for a wide range of
situations.[34].

Chen et al. deep face identification based on Gabor
features, and introduces face recognition technologies in
depth, such as face recognition classification, facial Gabor
features, and Gabor wavelets, as well as the basic
framework of deep learning. Finally, the study arranged of
deep face recognition constructed on Gabor topographies is
analyzed and forecasted in terms of difficulties and
development trends [35].
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Tupe-Waghmare, Priyanka, displayed the results of a
comprehensive bibliometric assessment of the current
literature for a deep learning-based face recognition
system. The study uses the Scopus repository for analyzing
the information, along with supplementary applications for
displaying data such as Gephi, Science scape, and
Minivan. Information gathered from the database
maintained by Scopus is arranged by connection, region or
territories, finance sponsors, location, theme zone,
category, and period, along with other biblio-metric
analytic criteria. The information is subsequently
connected via network schematics for co-appearances
including researchers and origin positions, academics and
terms, researchers associated via co-publication, and so
forth. [36].

Modern deep learning face recognition models are used to
examine how well they can distinguish among sibling
faces that used a number of clustering algorithm. In
particular, VGGFace,FaceNet, VGG16, and VGG19 are
the methods examined for it though. The chosen deep
learning technique was used to construct the embeddings
by each couple of photos. Five common clustering
methods are utilized to classify images for search of
individual identification upon that criterion chosen at each
indicator: cosine analogy distance according to Euclid,
organized resemblance Manhattan geographical distance,
and the distance calculated by Minkowski are all examples
of distances. Utilizing typical ambiguity matrix structures,
the validity and efficiency associated with each model's
incorrect categorization ratio is evaluated. The precision
and accuracy a Aa miss classification rate of each model is
determined using common ambiguity matrices. Four
independent experiment databases The siblings pairs'
whole frontal-face, eyes, nose, and forehead were built
employing an accessible HQf fraction of a SiblingDB
dataset. [37].

Prasad et al. Among the foremost difficult procedures does
facial recognition owe towards large number of
unstructured databases. Deep learning has offered a
fantastic answer in terms of recognition performance, since
it has been dominating the biometric sector day by day.
The objective is to use deep learning techniques to
investigate face representation under various situations
such as the lower and higher face obstructions, confusion,
various positions of head positions, altering light sources,
and incorrect facial element localization are all examples
of symptoms. Lightened CNN and VGG-Facial, two well-
known Deep learning designs, had been utilized to gather
facial approximation. [38].

Sen et al. to They hypothesized that the algorithm utilize
the processing power of a Convolution Neural
Network(CNN) to represent the facial features and build an
image vector matrix.. The distance between the input and

training images can then be calculated using the triple
nonlinear function to predict the profile [39].

Researchers proposed a system for regulating student
attendance based on in-depth one-shot learning, proven in
a range of settings, and picture-taking tools to guarantee
that it will work in a real-world setting. Additionally,
researchers recommended a face recognition phase using
HOG and a CNN with Max-Margin Object Detection
based features for better results when addressing
significant number of incorrect negatives which commonly
happen under uncontrolled scenarios [40].

Mehdipour Ghazi et al. provided a comprehensive survey
which evaluates the effectiveness of Face recognition with
deep learning that under range of circumstances, such as
adjusting head pose angles, lower and upper facial
expression occlusion, adjusting radiance of varying
strengths, and lack of alignment caused by inaccurate
facial expression formation. VGG-Face and Lightened
CNN, two popular and effective deep learning techniques,
have been employed to extract face images. The
observable results show that, even if deep learning offers a
potent representations for facial recognition software, it
can still benefit from preprocessing, such as posture and
lighting normalizing, to achieve improved performance in
a wide range of scenarios. If these alterations are not
included in the data set utilized to develop the model for
deep learning, then preprocessing becomes even more
important. Additional investigation, however, indicated
that the deep learning-based depiction is resistant to
incorrect alignment, including tolerable localized
inaccuracies of facial features of up to 10% of the
prominent element range. [41]

3. The Main Objective

Systems' performance and security could be greatly
improved. Additionally, DL approaches demonstrate the
capacity to construct strong as well as trustworthy
authentication models with out requirement for predefined
and complex steps. Because deep learning uses many
layers to express data at different levels in order to extract
the required data. Scientists have tried to create one-shot
algorithms using deep learning in an effort to mimic face
recognition, a unique situation that separates humanity
from other species. Our goal is to train a model that
addresses the problem of one-shot face recognition.

4. Basic Machine Learning Concepts

The development of computational learning models
remains the primary focus of the a.i. discipline's
tremendously dynamic machine learning sector. The
mental fields of study, computing, statistical data,
computationally complicated data theory, the theory of
control, the study of philosophy, and physiology have all
benefited from the development of machine learning
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research. The process of machine learning, according to
Yao et al, is the intentional acquisition of learning
technologies. [42]. In engineering and environmental fields
that already have traditionally been dominated by
mechanistic (e.g. first principle) models, which have
already experienced tremendous success in commercial
uses, machine learning (ML) features are starting to play a
significant part in boosting scientific advancement. In
academic problems concerning poorly understood
operations or in situations where it is theoretically
impractical to perform mechanical models at desired
temporal and spatial qualities, the use of ML models holds
particular promise. Even highest technologically advanced
black box ML models, though, have produced conflicting
findings in scientific applications [43]. According to
Pereira et al., machine learning considered to be a subfield
of computer science that combines computer
programming, analysis statistics, and optimization.
throughout many cases, machine learning models often
incorporate functionalities which, either indirectly or
directly result in.

y=fXB)+e L)

That would be the case when applying the function f(x),
where X is a vector of observable (input) variables and is a
vector of model parameters, to estimate (or forecast) the
value of a response variable, y. Since the data (in x) isn't
perfect in reality, there is always some noise and/or
unobserved data, which is typically symbolized via the
error criterion, , €. can't truly know what €'s true value is
since it's a random variable in and of itself. Naturally, y is
a random variable as a result. [44].
Two categories of learning issues exist:

«  Supervised: all training data must be labeled.
»  Unsupervised: data input is not labeled.

4.1. Supervised Learning

=D (

Fig 1. Supervised Learning [45]

Sen et al. they said By analyzing data that is input in to
system, categorization of items is accomplished through

supervised methods of learning. Numerous characteristics,
including color, size, functionality, and settings, make up
data. Furthermore, to correctly identify the items with
particular qualities, such characteristics are compared
using an analytical and statistical methodology.
Techniques include K-nearest Neighbor, decision tree
algorithms, Naive Bayes, regression analysis, and many
others. [47].

According to Figure 1 that illusterate supervised learning
(SL) is a machine learning technique that uses
characterized data sets T to translate input value to output
functionality. Analysis and categorization of SL are
dependent on network consistency. As instances of SL
techniques, consider Decision Trees (DTs), K-Nearest,
Support Vector Machines (SVM) Neighbors (KNN),
Gaussian Process Regression (DPR) techniques and
Support  Vector Regression (SVR)[45]. Supervised
learning refers to the process of studying a significant
number of samples of a randomized vector x as well as its
tagged matrix y value, then learns to anticipate y via an
unfamiliar x by calculating p(y|x), or certain circulation
features [46].

To identify pictures, support vector machine (SVM),
random forest, AdaBoost, decision tree approach, and
other supervised machine learning approaches may also be
employed. Each algorithm is represented so that it has a set
of various hyperparameters. Because this hyperparameter
affects the effectiveness of the classification in the creation
of a durable and reliable framework, the best
hyperparameters are required to achieve maximum
performance. Several facial recognition classifiers have
been compared in previous research to choose the most
effective categorization. Emir et al., Abdel et al., and Huda
et al. tested SVM and randomly generated forest
algorithms on identifying faces utilizing Histogram of
Oriented Gradients (HOG) for a characteristic collector.
They discovered that random forest had a better accuracy
than SVM, with a 97.2 % , 95.1% accuracy value [55].

)

@)
(4)
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Fig 2. lllustrates a flow graph of operational SL [45]

4.2. Unsupervised learning
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Fig 3. Un-supervised ML model [45].

Sen et al. they said The method of machine learning
includes learning without supervision that involves the
algorithm clusters or groups information according to
hidden patterns it discovers with in input. Unlabeled data
can be utilized to draw inferences that are unidentified,
hence this kind of strategy is frequently applied in the
mining and data science fields. Further well techniques
include K-means, hidden Markov rule, and hierarchical
clustering [47].

Clustering is a task that is performed via unsupervised
learning, sample  creation,  distribution  specific
classification, and feature classification. When there are
high dynamic situations, however, coherence is reduced at
the infrastructure level, limiting data availability and the
time necessary to supervise clients and servers.
Furthermore, applying machine learning at the
infrastructure level will enable channel equalization and
tracking operations via unsupervised and semi-supervised
learning. [48]. Through finding topics using content
analysis, data modeling is an unsupervised method of
learning towards managing against clumping of data sets.
Its fundamental operating idea is pretty comparable
towards the K-means approach and assumption approach.

[47]. Unsupervised machine learning (uSL) data sets
without labels are used for developing features that
employed to characterize concealed patterns in data and
organization. Instances of unsupervised methods of
machine learning (PCA) K-means clustering, clustering
with hierarchy approaches, and the use of principal
component analysis (ISOMAP) are examples of ISOmetric
MAPping. Unsupervised instruction is defined as
monitoring several occurrences of an unpredictable vector
x with the purpose of gaining insight into the likelihood
distributing p(x) and its attributes. The process of
reinforcement learning entails an individual's engaging
with its surroundings and receiving signals of feedback
derived from the educational system and its
accomplishments in the form of incentives and
consequences. [45].

Goodfellow et al. they said the unsupervised
algorithms are ones that are solely exposed to "features”
and do not get any supervision signals. Because there is no
objective criteria for determining whether a value is a
feature or a goal given by a supervisor, there is no clear or
strict definition of both the difference among unsupervised
and supervised algorithms. Unsupervised machine
learning, loosely, refers to the majority of information
extraction operations using distributions without the
necessity for issue in human of cases[49]. The
informational values in the unsupervised learning process
are not tagged, and the technique provides merely the
information associated with the points as well. [50]. Song
et al. some unsupervised learning because to a paucity of
dataset, strategies have been devised. Use RingNet, for
instance, to learn basic 3D facial pattern. The RingNet
employs a great quantity of descriptions of an individual to
sequence modeling, inwhich encourages the facial
structure toward being comparable whenever an
individual's identification is exactly the same and distinct
for various individuals. MOFA incorporates a generated
simulation model by professionals as well as a convolution
encoding networks.

The 3DMM coefficients are utilized to produce the face
using the generative model. The differentiable rasterizer is
used by Genova et al.to create neutral-expression facial
pictures. This approach, which is grounded on a
differentiable rendering network of convolutions and is
inspired via unsupervised learning approaches, may regress
relevant face characteristics without annotated data using a
differentiable rendering convolutional network. [58].

4.3. Reinforcement Learning

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2477



— o . 3 po -
(—_) “)¢ B e B

&b

A : -

Fig 4. Reinforcement Learning ML model [45].

Minsky proposed Reinforcement Learning (RL) in
1954[75], and it was first published in the technical
literature. RL is a continual "trial and error" learning
process. Agents get the highest cumulative rewards by
continuously "interacting” with the environment For the
purpose to discover the optimum technique for reaching
the goal, which is similar to how humans make behavioral
decisions to enhance their intelligence. Agent, State,
Action, Reward, and Environment are the fundamental
components. The Mmarkov Decision  Procedure
(MDP)may be used to represent entire learning process, as
displayed in Figure 5.

v

Agent |I

state reward
S

LRt [
[ ot Environment
\

Fig 5. shows procedure of reinforcement learning
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Zhang et al. they said Augmentation learning refers to an
artificial technique for learning based on impartial data.
stimuli and response.Due to its effectiveness in resolving
challenging consecutive decision-making challenges, it
really has gained in prominence. [53]. Reinforcement
learning (RL), which has had remarkable success in
tackling different sequential decision-making issues in
machine learning, has made major advancements in recent
years. Patterned to interface with in surrounding
environment and make additional responses is a
reinforcement learning agents. A Markov decision-process
with a discounting infinite horizon is typically used to
describe actual environment (MDP) [52].  Creating
suitable decisions according on the mapping of inputs to
acts and determining inwhich activities should indeed be
made to optimize a long-term return are key to
reinforcement learning. Instances of augmentation learning
refers to an artificial technique for learning include the
Markov MDP indicates the decision making process, MRB
stands for multi-armed bandit, Q-Learning is another is for
strategy instruction, and AC stands for agent critique.
Figure 4 illustrates the reinforcement learning process [45].

Morocho-Cayamcela et al. they said in Markov decision

processes, reinforcement learning is codified (MDP). An
MDP is a pair consisting of elements S, A, P, r, and (0,1),
wherein S is the stage field, A represents the collection of
tasks that an agent is able to perform, P is r is the value of
the reward operation, and the unidentified the shift kernel
and ve (0,1) would be the discounting ratio. [51]. RL is
capable of dealing with delayed incentives, incomplete
clarifications, besides stoch-astic decision making, among
other things. Statistics set modifications may be
maintained designed for an elongated duration [46].

Currently, reinforcement education has been increasingly
utilized for computer perception with great success. Rao et
al. utilized reinforcement learning to find the foci of
attentions for video recognition and reject the misleading
and confusing frames In person identification [56], Haque
et al. used reinforcement learning to detect tiny,
discriminative areas suggestive of human identity [57].

5. Markov Modelling

Various phases of a network are represented by a sequence
of stochastic process called Markov loops, where the
current status is just reliant upon preceding configuration.

Markov modeling is a simulation analysis technique that is
quickly gaining traction in the MD community. Markov
models can be used to deduce meaning from Kinetic
experimental data [59].

Utilizing a stage transition probability matrix and also the
present stages, the Markov chain is really a framework
using random statistical data that predicts upcoming
results. The transition probability matrix's transition
probabilities are determined to use the amount of changes
in between phase. [60]. Transition condition-based metric
structure is very simple to utilize and comprehend,
providing it straightforward to apply. A pro-babilistic
model named the Markov chain is used to describe a series
of occurrences in which status of a specific instance is
exclusively based on the status of a preceding event. It's
termed the memoryless feature [61]. A Hiddel Markov
Model (HMM), particularly incorporates the process
running through a Markov process involving hidden states,
seems to be another standard statistical strategy (Fig. 5).
Such method, which was initially introduced in 1960,
significantly aided voice recognition. HMM is a well-
known approach with applications in bio-informatics,
periodic pattern recognition, as well as supervised learning.
The ability to recognize facial expression is currently being
utilized. It could be utilized to identify features in video
clips. It needs a series of 1D and 2D photos of testing
purpose, however these photos need to first be converted
into something of a temporal order of 1D or geographical
visuals. The framework really comprises two procedures,
among which the first is an implicit Markov Chain
procedure with such a limited amount of states. Others
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procedures use a set of probabilities density functions to
describe every stage. Nevertheless, a 5-state HMM is
typically utilized as a system that recognizes faces for
studies. As shown in Figure 6, the five facial expressions
of the 5-state HMM for facial images face recognition are
the nose, eyes, mouth, forehead and chin as illustrated in
Figure 6. Furthermore, the amount of states might well be
raised or lowered in accordance with the needs of the
platform. [62].

B ot ion Minge

Fig 6. Shows Hidden Markov Model procedure of
recognition [62]

6. Heuristic Algorithms

The approach algorithms typically issue-specific, as they
seek to find answers through applying each aspect of the
situation. The approach it takes is based on inquiry and
instruction, and it uses a rigorous and methodical study for
the ideal response and rapid reaction time. [77]. Heuristic
algorithms have been frequently used to solve problems
that considered be challenging to resolve.Time complexity
classes are used to categorize issues based on their
"difficulty"[78]. there are numerous successful heuristic
algorithms that may rapidly identify the methodology is
comparable to the expectation-maximization algorithm
because of how they progress towards a global optimum
through an iterative refining process [63].

7. Transfer Learning (TL)

Machine learning and data analysis approaches have
already been employed in a variety of useful applications
in reality. Traditional machine learning methods
presumptively use similar input data collection, distributed
properties, and scope for both testing and training data.
This presumption, therefore, is incorrect in a number of
actual machine learning scenarios. In certain cases,
obtaining training data may be expensive or challenging.
As a result, high-performance learners must be developed
using data from a variety of domains that is more easily
acquired. Transfer learning is the name given to this
approach.

Transfer learning is a method for enhancing a learner's
performance inside one field through using knowledge
from the another.We can discover why transfer learning is
feasible by looking at real-world non-technical experiences
[64]. Through transmitting knowledge from various yet
relevant source domains, transferable education strives to

improve the academic achievement of target participants in
certain industries. Such strategy helps reduce the
requirement for producing target learners from a sizable
amount of target domain input. A popular and interesting
area of machine learning, ensemble learning does have a
varied variety of probable presentations. [65]. Prakash et
al. The use of a Convolutional Neural Network (CNN)
with a transmission education methodology is presented to
an automated facial recognition solution. The images
through the facial dataset are used for training on the huge
Image Network database using a CNN with values
obtained from a previously trained model VGG-16. The
gathered characteristics are transmitted into the Entirely
connected layer with softmax initiation for classification.
The proposed method is tested using two publicly available
facial image databases: Yale and AT&T. Investigations
reveal that with respect to of recognizing reliability, the
strategy surpasses other approaches. [66]. In order to
categorize facial features, Kute et al. proposed an
innovative approach of component-based face recognition
including connection during transfer learning. They
showed that knowledge obtained from of studying face
covering photographs may be applied. Three critical facial
features—the mouth, the ears, and the nose—are employed
for connection as well as recognition. Those components
stand out, remain constant, and therefore are untouched via
variations in postures and facial gestures. Theth face and
the ears, the face and the lips, and the nose are all
connected. Although the elements of the facial structure
and the countenance as a whole originate from separate
disciplines, they all share an identifiable piece of
information that is used to transmit understanding from
one discipline to the next. For this kind of connection,
several forms of side-faces, comprising left, right, upper,
and lower half, as well as left, right, upper, but also lower
diagonal, are utilized across both fragmentary and whole
images of faces. The interaction among a face and its
numerous aspects allows the recommended method to be
employed for comprehensive facial recognition software,
component-based face identification, and partial face
recognition. [67]. Heidari et al. used the technique of
transfer learning to conduct recognition of faces in a
siamese networks, that comprises a pair of comparable
CNNs. A set of two images of faces are fed into the
machine learning system, which then accumulates their
own unique characteristics prior to identifying to determine
if they are related to same individuals based on only an
optimum value. The findings indicate that the suggested
framework corresponds with complicated algorithms
established on enormous data sets. Additionally, compared
to methods that also are received training utilizing dataset
with very little samples, significantly improves face
recognition reliability, with a reported validity of 95.62%
on the LFW database. [68].
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8. Deep Learning (DL)

Deep learning, which is a hierarchical computing model,
learns the data's multilayer abstract representation. It
prepares its variables through reverse propagation, which
can transform the input data onto efficient specific to the
job representations. CNN stands for multilayer neural
network systems. Deep convolution networks (GAN) and
recurrent neural networks (RNN) are two recognized
designs [69]. Machine learning has been used to handle a
variety of two-dimensional visual issues with great
efficacy. Despite this, machine learning on information
from point clouds is still in its early stages due to the
particular difficulties of evaluating target cloud data
utilizing deep neural networks. As a result, machine
learning on cloudy points has grown in prominence, and
various new concepts for addressing an extensive variety
of issues are currently proposed. [70]. According to
Ozbayoglu et al., deep learning is a type of artificial
intelligence that processes numerous ANN levels. It allows
for high-level data modeling abstraction [71]. Deep
learning may provide decision support by providing
predictions outside of observational datasets, or
counterfactual forecasts, in addition to comprehending the
correlations learned by networks. Users may examine how
various sets of activities can influence target trajectories
using counterfactual predictions, which are particularly
valuable for scenario analysis applications [72]. The
application of deep learning is widely regarded as an
especially significant innovation in the field of computing
in the last few decades. It has made an impact on
practically each academic field. It is constantly disrupting
and transforming companies and industries. The field of
deep learning is now being advanced throughout globally
most prominent nations and technical companies. In an
assortment of sectors, machine learning already exceeds
conventional ability and efficiency [73]. Deep learning
techniques are grouped among four distinct categories
based on the fundamental framework by which they are
derived: convolutional neural network (cnn), constrained
boltzmann machines, automatic encoders, and minimalist
coding [74]. Sharma et al. A distinctive 3D face
reconstruction approach is proposed, as well as a
Consecutive deep learning-developed recognition of faces
algorithm. It makes advantage of the voxels produced by
the voxelization process. The mid-face plane is used to
generate the reassembled topic in 3D using the reflection
concept. A progressive deep learning architecture is
created from the reassembled face to detect gender,
emotion, occlusion, and person. The model employs
variational automatic encoders, reversible long short-term
recall, and triplet deletion activation. The successive deep
neural network algorithm identifies and improves the
reconstructed voxels as by generating advanced
characteristics. A machine known as a support vector

machine is a computer program that produces support
vectors from inputs. The successive machine learning
approach recovers and improves the reconstructed voxels
by generating intricate characteristics. A machine learning
technique called support vector machine is used to deep
characteristics for the prediction that is final. The
suggested 3D facial recognition method is contrasted to
different renowned algorithmic approaches using various
blocked dataset.[75].

8.1. Deep Reinforcement Learning

Deep reinforcement learning (DRL) is the outcome of
merging deep learning and reinforcement learning
together, as defined by Cao et al. End-to-end learning is
done through the combination of deep learning's high
graphical and observable capacities with reinforced
training's ability to make decisions [83]. According to Li
and Yuxi, reinforcement learning (RL) is the process
through which a computer program communicates with its
surroundings and finds out the most effective approach via
experimentation during synchronized making decisions
issues across a variety of areas, including the natural and
social sciences, as well as the field of engineering. [79].
Deep learning with reinforcement, according to
Arulkumaran et al., is an aspect of deep learning in which
deep learning has accelerated progress in RL in a
comparable manner, through the implementation of deep
learning techniques inside RL generating the topic of "deep
reinforcement learning™ (DRL) [80]. Gupta et al. they said
the deep learning architecture works as a function
approximator in deep reinforcement learning to cope with
high dimensional input and to approximate in the situation
of large state and action space. Instead of utilizing decision
trees, SVM, or other types of function approximators,
neural networks define the mapping from state to action in
this case. It can handle high-dimensional data such as
pictures, movies, or time series (the traditional artifcial
neural network cannot handle such data, and ignores input
data topology) [81]. Li et al. for reliable emotion
categorization in facial expression recognition, they
proposed a deep reinforcement learning system. The theory
is that they could improve the efficiency of the classifier
through employing deep reinforcement learning to limit
loud data. [82].

8.2. Deep Neural Networks

Neural networks with deep learning have generated
outstanding data from experiments in identifying images,
corresponding human thought processes in tough
assignments including hundreds of courses, yet their
performance can be unintentionally floundering in the
presence of oppositional perturbations, or minor changes to
the image being processed that cause the algorithm to
erroneously classify it [84]. Deep neural networks undergo
compensation by sophisticated designs of neural networks
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with numerous levels. Varieties of the models such as
Recurrent Neural Network (RNN), Convolutional Neural
Network (CNN), and Feedforward Neural Network (FNN)
are included in the data points. Although models based on
deep neural networks offer numerous benefits, they
additionally come with many drawbacks when viewed
alongside prior methods [85]. Neural networks with deep
connections (DNNs), according to Liu et al., are a type of
complicated models that have proven frequently employed
to achieve outstanding results on an extensive variety of
applications involving computer vision [86]. They
introduce the Locally Multidisciplinary Discriminant
Assessment Projections Networks (LMDAPNet), a novel
algorithm for deep learning networks. In contradiction to
typical Deep Neural Networks (DNNs)-based facial
recognition  technologies that create complicated
representations of features straight away, this technique
seeks to exploit the discriminating and geometric
architecture of information manifold by maximum
maintaining residential region dataset. It begins by
resolving an optimal control issue in order to identify the
nearest characteristic embedded for each category's
objectivistic. Secondly, they propose Limited Manifolds
Discriminant Analysis and Projection (LMDAP), a
technique to acquire convolutional kernels that involves
utilizing localised differentiator encoding data. In the
meantime, develop a new subspace-to-subspace distances
measurement for calculating the differences across
manifolds subsets. The trained convolutional kernel is then
utilized to successfully identify maps of characteristics.
[87].

8.3. Deep Transfer Learning

Deep learning using transfer learning investigates the
manner in which deep networks of neurons may use input
from many domains. As the use of deep neural networks
are growing more prevalent throughout a variety of fields
of study, it is critical to identify and explain all the
different advanced transfer learning methodologies. Tan
and co. They classified deep transfer learning methods into
four groups according to the methodologies used:
adversarial-based deep transfer learning, neural network-
based deep transferable education, instances-based deep
transferable learning, and mapping-based deep transfer
learning [88]. Sufian and co.They claimed that transfer
learning is a method that efficiently transfers information
out of a prototypical that has already been learnt to address
a new set of problems (which may or may not be relevant)
with little re-training or fine-tuning. Contrary to common
machine learning methods, DL requires a marvelous
quantity of training data. As a consequence, executing
certain crucial domain-specific tasks is made significantly
more difficult by the prerequisite for a enormous quantity
of labeled statistics. DTL greatly minimizes the need to
collect information and the training period for an intended

area-specific task through the use of a model that has
already been trained (learned on another big datasets in the
exact same targeted area) for an established feature
extraction or perhaps for extra fine-tuning [89]. A novel
biometric technique based on an image of the
backscattering characteristic of an infrared near laser
combined with deep learning of transfer. was proposed by
Manit et al. for person recognition throughout the
forehead. a particular form of biometric identification that
uses images of the forehead taken using specialized near-
infrared laser scanning equipment. To conduct the human
frontal recognition examination, the investigators used
innovative deep convolutional neural networks (CNN)
such as VGGNet, ResNet, and Inception-v3. They
demonstrated that, despite the fact that large-scale training
evidence is typically required to train an intriguing CNN
approach, it can be achieved to transfer the representation
of features associated with connections which were already
trained on information obtained from a particular server
and improve the network of interest on a restricted set of
face include visuals. The transferable technique of learning
enables this fingerprint modalities to be used in real-world
scenarios while verifying human frontal identification.
[90].

8.4. Deep Unfolding

Deep unfolding is a well-known technique for dealing with
a variety of responsibilities in machine learning, image and
signal dispensation, and communications networks. It
blends continuous optimization techniques using neural
network technologies. Deep unfolding has several useful
advantages. [91]:

»  Learned unfolded networks may be subject to the
same important because it will allow now in place
for the core iterative approaches, and appropriate
constraints on the learned parameter may be
imposed.

e« The majority of unfolded communication
algorithms only have a few learnable parameters,
which facilitates development.

«  To cut down on design stage, unfolded algorithms
are based mainly on well-established techniques
for which effective hardware implements are
easily accessible.

* Unlike black-box NNs, the resulting unfurled
procedures are usually simple, comprehensible,
and have relatively low complexity and
requirements for memory.

Deep developing, as proposed by Bertocchi et al., may be
applied to mathematical models such as Markov
randomized domains and theme designs, in addition to
alternative approaches including primal-dual solutions and
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the closest differentiation approach. Traditional techniques
for optimization can be applied to a broad variety of
applications that process images. Deep unraveling is
additionally utilized to improve the hyperparameters in
complex adaptive dispersion examples, as well as to learn
contraction operations, which can be thought of as
approach amplifiers of sparsity-promoting functional. [92].

9. Face Recognition

People frequently utilize their faces to determine
themselves are Face recognition (FR) is a widely
recognized but continuing to be a challenge in automated
vision and picture analysis. A facial feature is the single
most common characteristic individuals employ. The facial
feature constitutes one of the most prevalent features that
individuals utilize to define themselves. Face recognition
(FR) is a famous but continuing to be a challenge in
computer vision and picture analysis. The face is the most
common attribute used by humans to differentiate between
individuals. The system receives a facial images, which is
analyzed for facial recognition and facial alignment. After
that, features are extracted using an extracted features..
Ultimately, the algorithm performs face match by
comparing the retrieved characteristics with the exhibition
faces. Face confirmation (FV) and face credentials are two
distinct objectives in face matching (FI). A specified pair
of face pictures or videos will be compared using FV to see
if they belong to the similar subject. FI uses one-to-many
matches to identify a specific individual from the
collection of gallery face photos or videos of various
subjects. Face detection often makes the closed-set
assumption that the query person has already registered in
the gallery. While watch-lists and face identification are
comparable, there is an open-set issue with both in that
they do not guarantee that all inquiry items are recorded in
the gallery. It is typical to approach FI as an open-set issue
in the actual world. [98].

9.1. Face Recognition Components

The FR system would require three main components,
as indicated in Figure 7. Use a face sensor first to find
faces in videos or images. Secondly, through using facial
landmark indicator, the faces are matched to standardized
conventional dimensions. Finally, The FR module was
designed to make use of these coordinated face pictures
[121]. Face anti-spoofing is not possible till a facial image
is sent to a FR module, essentially assesses whether a face
is real or fraudulent, is performed to thwart various
assaults. After that, recognition can indeed be performed.
FR modules include face processing, as seen in Figure
7(C).
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Fig 7. Face Recognition Components [8]
9.2. Face Matching Algorithm

A. Face Processing : Mehdipour et al. demonstrated that a
number of variables, including postures, lighting, attitudes,
and partial occlusion, significantly affect how well deep
FR performs. As a result, facial recognition was created to
cope with this issue. There are two types of facial analysis
techniques are "one-to-many augmentation” and "many-to-
one normalization.” [122].

*  "One-to-many augmentation™ is a term that refers
to the addition of one person to a group of To
permit deep networks to learn poseinvariant
exemplifications, these methodologies generate
more than a few coverings or pictures of posture
erraticism from a solo image.

* "Many-to-one  normalization™ is a term that
refers to the process of converting a large number
of These  methodologies recover the recognized
The image of the face perception of multiple non-
frontal images, permitting FR to be through under
orderly sets.

B. Deep Feature Extraction: Backbone and integrated
networks are the two distinct types of network structure.
The standard CNN architectural styles, including as
AlexNet, VGGNet, GoogleNet, ResNet, and SENet, were
released and widely utilized as the core components in FR
(immediately or partially adjusted) due to their outstanding
achievement on the the ImageNet issue. Along with
connecting to the mainline, FR employs specific networks
such as perform multiple tasks and multi-input networks.
Hu et al. show that integrating the results of generated
networks provides substantial advantages as compared to a
separate network. [123].

C. Face Matching Based On Deep Features: Face
Confirmation and Face Recognition are two of the
classifications that make up FR. In either scenario, the
technology is first activated with a collection of previously
known topics (Gallery), however throughout assessment, a
original sample (the inquiry) is added. The standard CNN
architectural styles, including as AlexNet, VGGNet,
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GoogleNet, ResNet, and SENet, were released and widely
utilized as the core components in FR (immediately or
partially adjusted) due to their outstanding results over the
Image-Net issue. Along with connecting to the mainling,
FR employs networks with particular capabilities such as
perform multiple tasks and multi-input networks. Hu et al.
show that integrating the results of generated networks
provides substantial advantages as compared to a separate
network. [8].

9.3. Face Recognition Structure

Three key techniques are employed to build a trustworthy
system of face recognition: Identification of faces,
extraction of features, and recognition of faces are the first
three (shown in Figure 8) [104,105].

Verification and

Image Face Identification

Face Detection Features

Extraction Recognition

|
>

=

Fig 8. Face recognition structure

A. Face Detection: Facial photos in an input dataset are
recognized in the very initial step of the facial
identification algorithm. The goal of this level is to look
for individuals in the presented photograph. Variations in
illumination and posture can affect a face's potential to be
noticed. The preliminary processing operations are
conducted to allow the development of an additional
efficient system for recognizing faces easier. Principal
component analysis (PCA) [27,28], the Viola-Jones
detector [24,25], and the graph of directed gradient (HOG)
are all methods for analyzing data. [13,26], and others are
just a number of the techniques used to identify and find
the human facial image. Classifying movies and photos
might also be done using the face detection step.
[106,107,108].

B. Feature Extraction: The main goal of this procedure is
to extract the unique characteristics of the images of the
face found in the phase prior to this one. In order to explain
a face, this process uses a "signature," which consists of a
group of variables that represent the key characteristics of
the face image, including the nose, eyes, and mouth, as
well as overall geometrical organization. [109]. Every
individual face is additionally unique in look, size, and
structure, making it possible to recognize each one.
Attempting to locate the mouth, the eye, or nose shape is
one strategy for recognizing the human face using
measurements and location [110]. There is a great deal of
usage of HOG [111], Eigenface [34], ICA, LDA (linear
discriminatory analysis), SIFT (scale-invariant

characteristic transform), gabor filtering, LPQ (local
periods quantization), Haar wavelets, Fourier evolves, and
LBP (local binary form arrangement) techniques.[110]

C. Face Recognition: In this section, the identified
individuals from the database of images are compared to
the characteristics that were obtained of the background
throughout the phase of feature extraction. Authentication
and confirmation are two uses for facial recognition
technology. Nevertheless, an experiment image is
specifically compared against a set of features throughout
the identification procedure in order to determine the
greatest matching. A trial face is specifically evaluated to
an identified face in the record database throughout the
face recognition procedure to decide whether to approve or
reject it [116]. This problem (K-NN) has been successfully
resolved using covariance filters (CFs) [117], neural
networks with convolution (CNN) [118], and the k-
nearest-neighbor techniques. [119].

9.4. Models Of Face Recognition

Technologies for identifying faces employ three main
techniques: 2D, 3D, and video.

A. Face Recognition In 2D

For over a decade, 2D still photography have been used
to study the recognition of faces. In 2D single image
recognition systems that recognize faces, an individual's
picture is taken and matched to a collection of photos to
determine them. For facial images to be collected and
differentiated in excellent shape using this method, the
individual is asked to assist and submit a frontal face
image with a simple context that has consistent lighting
circumstances. Despite this, it is common knowledge that
even modest variations in illumination and state of mind
can significantly reduce the effectiveness of systems that
recognize faces using a 2D single-shot picture. Several
techniques for 2D facial recognition (EGBM), including
linear discriminant analysis (LDA), Correlation-Based
Matching, and the Flexible Network Approach, have been
identified. [138].

B. Face Recognition In 3D

A face surface's structure is taken into account by 3D
recognition of faces techniques. 3D recognition of faces is
more susceptible to changes in illumination and postures
than 2D facial identification because the 3D shape is
immutable with respect to all of these variables. A 3D
facial image that spans around 120 degrees of freedom of
right to left was captured by the 3D sensor. This picture is
referred to as 2.5D. An entire 3D model with 360 facial
faces is created by combining several (3 to 5) 2.5D images.
The information store can be a single 2.5D or 3D
appearance and the object being probed is typically a 2.5D
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picture. Between two range (depth) photos or among a
two-dimensional picture and a 3D facial approach,
recognition can occur. Several methods additionally rely
on 3D renderings that were originally constructed of a
group of 2D photos. Numerous 2D extension shots that
correlate to the investigation images are made utilizing the
three-dimensional model that was rebuilt. The
reconstructed three-dimensional model is additionally
useful to show the instrument's picture from the side
regardless of orientation and illumination condition.
Identified by advancing the artificial inquiry to the
advanced location.[139,140].

C. Face Recognition In Video

There has been a great deal to explore in creating
reliable video-based systems that recognize faces, despite
the fact that that currently available methods only work
with still photographs. Identification of faces video is
becoming more popular as a result of the increasing
popularity for safety cameras. It will eventually become
feasible thanks to actual time identification of faces via
video, among many other reasons, to use an existing
network of surveillance cameras to identify individuals
invisibly. However, facial images in films are usually in
off-frontal angles and can be exposed to severe
illumination fluctuations, causing the bulk of commercial
face recognition systems to perform poorly. Two features
that set video apart are the possibility of: 1) many images
for the exact same subject and 2) time information. A high-
quality frame can be properly chosen (for example,
considering several images ensured spatial fluctuation, an
exceptionally good facial representation in a semi-front
posture was necessary for remarkable identification
accuracy. A single element of the film's chronological data
is thought to be the way the face exhibits perpetual motion
throughout the movie. However, it is challenging to
evaluate whether the facial movement includes any
identity-related information; further study is required to
capitalize on the temporal information. The presentation of
face recognitional systems could be enhanced through
using video features. [141].

9.5. Recognition Of Facial Features Software

Considering the significance of technology for facial
recognition and its current state of progress, below are
some of the applications that use this technology:

« Law Enforce: Face recognition technologies have
proven to serve as an extremely powerful weapon for
the law enforcement community agencies in locating
missing persons and identifying perpetrators. For law
enforcement officials, manually searching through
hours of filming for human identification is a time-
consuming task. Face recognition technology from
video has helped law enforcement officials easily

identify people.

» Access Controlling: Face recognition technologies
have been implemented by various automatic
techniques for managing relationships between
humans and machines as their popularity has grown.

e Surveillance:  Surveillance is  described as
supervision or proximity surveillance constitutes one
of the greatest crucial and difficult tasks for entirely
autonomous and intelligent surveillance techniques,
particularly when it comes to an illegal infiltrator or
accused. One of some of the popular and widely
utilized software is this specific one. These solutions
are created to meet the safety specifications of
massive crowds inside as well as outside, such as
geographic borders, banks, airport halls, public
surveillance, and so on.

* Facial Authentication Recognition On Mobile
Devices: is becoming more and more common. It
enables applications on mobile devices to verify the
identity of an individual for the purpose to allow
utilization of crucial mobile features like financial
services as well as other essential applications.

+ Face Recognition In Smart Cities: In new
applications pertaining to individual authentication in
cities that are smart, including smart residences,
smart learning, and, particularly, digital management,
besides several others, the facial recognition business
is going to have tremendous opportunities.

* Entertainment: Identification of faces is currently
seen, and it's becoming more common in the field of
entertainment. Among the most fascinating areas are
themed entertainment areas, instruction, interaction
between humans and computers, person robots
communication, mobile applications, and virtual
reality.

9.6. Face Recognition Datasets

Large-scale facial identification datasets used for training
are necessary for good facial identification effectiveness.
The initial extensive deep facial recognition dataset is
called CASIA-WebFace. The amount of test images
offered by VGGFace2 [5], MS-Celeb-1M, and MegaFace?2
has increased the accepted standard of accuracy of facial
identification to levels previously unattainable. On the
reverse side, present massive data sets frequently contain
images of faces taken in the wild from the internet rather
than in the lab, leading to a disparity between classes. Four
well-known datasets used for training are represented in
Figure 9 by their standardized identification distributions:
CASIA-WebFace [46], MS1M-IBUG (cleaned of MS-
Celeb-1M), MegaFace2, and VGGFace?2.

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2484



08

0.6

04

0.2

Number of Images

0 0.1 0.2 0.4 0.6 038 1

e VGGFACED s CASIA-WEBFACE e MS TN IBUG MEGAFACE) s BUPT-CBFACE

|dentity

Fig 9. BUPT-CBDispersions of often utilized long-tailed
statistics by feature and algorithm. Two of the axes were
completely uniform.

All categories are arranged in descendent directive
according to the amount of photographs they contain to
produce the curves. The most important problem is the
MegaFace2 long tail problem.VGGFace2 does a better job
of dealing with this issue, however it only has 9,131
classes. Sadly, previous works on advanced identification
of facial instruction have primarily relied on the natural
distribution of web-collected datasets, moreover, the
impact of information architecture was never sufficiently
examined. A single likely cause is the fact that the
information set has become too small for investigators to
choose only a portion of the information to serve as the
best preparation, therefore they use all available data.
However, it is worthwhile to investigate whether a better
data distribution might enhance the recognition model.
Medium-scale datasets may be able to obtain equivalent
training effects to larger-scale datasets by modifying
sample distribution and choosing classes. Furthermore,
such a "efficient” dataset might aid in the preparation of a
frivolous model, which is critical for manufacturing
presentations [133].

10. Face Recognition Accuracy

Gender, ethnicity, and age differences in face recognition
accuracy have lately become a contentious subject. Face
recognition technology's public adoption might be
jeopardized if accuracy varies by demographic group.
Additionally, estimating accuracy based on images with a
distinct population make-up than the the relationship of
technology consumers can create unexpected issues in
fieldwork. As a result, it's critical to comprehend what
accuracy discrepancies exist and why. Male face
recognition by Albiero et al. is more reliable than female
face recognition. They examine the disparities between the
population composition of the basic imposter and authentic
populations to better understand why the typical Receiver
Operator Characteristic (ROC) shape for women is poorer
compared with the ROC for males. They discuss studies to
determine which of these variables can account for the
observed variations between the impostor and true
patterns. It has been hypothesized that disparities in face

recognition reliability across individuals of both genders
are brought on by variations in expressions on the face,
head position, the applying of cosmetics, and the covering
of the forehead with hair or a hat. [134]. Skin color also
affects the accuracy of facial recognition, as it is said that
the darker the skin color, the lower the accuracy of facial
recognition. Krishnapriya et al. face recognition
technology has lately sparked debate owing to worries
about probable prejudice caused by differences in accuracy
based on skin tone or race. In this debate, they focus on
three critical facets of recognition of facial features
technology. They show that, for a specific choice limit, the
Caucasian image cohorts has a greater percentage of fake
characteristics based on the provided data acquisition rate
whereas the African-American image generation has a
greater erroneous matching rate (FMR), employing two
separate deep convolutional neural network (CNN) face
matchers. They provided an imposter distribution analysis
to test the theory that a higher FMR is associated with skin
tones that are darker. [135]. According to Tindall et
alexperiments, .'s facial recognition performance decreases
whenever anxiety is created either during encoding or
retrieval. It is believed that physiological anxiety has a
huge possibility for upsetting retrieval since it does not rely
on a conditioned fear response. They found that anxiety
interfered with cognitive performance and affected the
accuracy of facial recognition, supporting the efficacy of
ACT. There was no evidence to back Brigham's theory that
anxiety-related racial identification errors were common,
despite some findings to the contrary. Additionally, one of
the research looked at found a relationship between anxiety
and race, but it did not go in the pattern Brigham
hypothesized. ~ Face  recognition  proficiency  was
demonstrated to be susceptible to a variety of facilitators,
including anxiousness and ethnicity. The capacity to
recognize a connection among these qualities may become
hampered or otherwise impacted by these modifiers. [136].

10.1. Factors Influencing The Effectiveness Of

Recognition Of Faces

A complex assignment is facial identification of images
and movies. Due to the multiple challenges that this
technique must conquer, the results of the countless studies
that are being conducted to attain a perfect score remain
unsatisfactory. Face recognition systems' reliability has
been shown to be impacted by obstruction, low resolution,
noise, lighting, position change, emotions, age, and
cosmetic procedures, among other factors. There are two
different categories of elements that can be present:
extrinsic and intrinsic. Occlusion, inadequate resolution,
vibration, enlightenment and constitute variance are
examples of outside influences that change the visual
appeal of an individual's face, even though internal
variables like advancing age, gestures, facial plastic
surgery, as well as other factors have an impact on the
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technology by altering the physiological condition of the
face of an individual. [137].

11. Deep Face Recognition

The aim of developing biometric technologies like
facial recognition in smart cities has recently grown in
importance. Various researchers and technologists across
the globe have been conducting research on the scheme to
improve the precision and dependability of these
mechanisms and how they are used in everyday activities.
It is necessary to use each privacy precaution at our
disposal to protect private information. A security code is
one of the most popular kind of identification. Several
applications are beginning to use various biometric
qualities to determine professions as a result of the
development of technological devices and protection
techniques. [96]. Face recognition (FR), which has uses in
the military, banking, public security, and daily life, is the
most widely used biometric method for identifying
individuals. In the CVPR discipline, FR constitutes a long-
standing academic issue. After the chronologically ordered
Eigenface technique was launched in the first quarter of the
1990s, FR analytics became more prominent. [93]. This
ideology dominated the FR community throughout the
1990s and 2000s. These holistic strategies are theoretical,
but a well-known problem is that they ignore unpredictable
face changes that go against their presumptions. Early in
the new millennium, this problematic issue provided
increase to local-feature-based FR. T. Ahonen et al. [94],
Gabor [95], and its multidimensional and multifaceted
enlargement achieved reliable performance by using some
invariant localized filtration elements. Large-scale public
datasets have been hard to come by in the field of facial
recognition, and as a result, Internet behemoths like
Facebook and Google have made the latest developments
in the discipline. For instance, 200 million images utilized
by Google and for the purpose to refine its current facial
recognition algorithm, it utilized eight million completely
different identities. Any other openly accessible face
dataset is over three orders of magnitude smaller than this
one [97]. Artificial neural networks termed as deep neural
networks (DNNs) are capable of describing complex
connections between output and input because they have
numerous veiled layers among the output and input layers.
Because of face recognition, various extensive neural
systems are employed. The simplest and most widely used
neural network type is recurrent (CNN). software that
combines visuals with audio The an Autoencoder (AE) and
its derivatives have additionally attracted plenty of
attention. The goal is to discover designs, including hidden
subspaces of a lacking utilizing labels of classes. In the last
decade, the Generative Adversarial Network (GAN) has
experienced tremendous growth in prominence. The term
"adversarial" refers to how two nets are frequently placed
one across the alternative. Any data distribution can be

learned to mimic by it. Additionally used in FR are the
Deep Belief Network (DBN) and Deep Boltzmann
Machine (DBM). The Radially Basis Function Network
(RBFN), Self-Organizing Map (SOM), and recurrent
neural network (RNN) are nevertheless infrequently used
in FR [98]. Demonstrate the process by which an algorithm
(DeepFace) may function better than existing ones using
only a couple of small changes. Its information for
training, which is significantly distinct of the same data
that has been employed to build the evaluation
comparisons, is an extensive collection of individuals of a
group of individuals. This approach has a 97.35 percent
accuracy on the LFW. Loss functions, effective
architectures, and large-scale datasets are the three main
building blocks of deep face recognition. The diversity and
size of face recognition datasets have increased over time,
starting the primary CASIA-Web-Face to the additional
current MS-Celeb-1M and VggFace2. They play a
significant part in accelerating the creation of novel
methods. These datasets have been used to propose or
develop deep facial recognition constructions like
GoogleNet, VGGNet,ResNet,  MobileFaceNet and
AttentionNet, that are efficient and accurate. The two types
of metrics are the losses of triplets as the distinct loss
learning loss functions that may be acceptable as loss
functions [120]. Ma et al. [99] propose an effective local
binary pattern (LBP) guided pooling (G-RLBP) strategy to
improve CNN networks' rate of recognition whilst
reducing the impact of disturbance. Koo et al. [100] offer a
deep CNN-based multisensory individual identification
approach that considers either the facial features and the
entirety of the body. In order to identify the gathered
photographs as either true or inaccurate, Koshy and
Mahmood [101] developed elaborate structures for facial
authenticity detection that combine surface classification
and CNN technology. [102].

11.1. Deep Face Structures And Their Development

The expansion of depth, or the dimensions, the quantity
of elements at all stages, and the amount of levels, marked
the beginning of the creation of deep network designs
[124]. However, in practical applications, the added
complexity brought on by larger nets was not preferred. As
a result, networks with structural upgrades and fewer
parameters were first introduced by systems like
GoogleNet [127]. Microsoft subsequently established
network with a simpler degree of difficulty in an attempt to
speed up the procedure for training [125]. Scholars
currently integrated both these techniques of design to
improve and optimize networking [126].

Some of the categorization challenges which have
headed to important developments among image
identification ILSVRC, MNIST, and CIFAR. The top 5
test error rate for AlexNet [128], the ILSVRC 2012
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winner, was 15.3%, making it the first DNN- oriented
method for identifying images. The paper continues to be
situated as one of most significant discoveries. The second
landmark was reached when VGGNet [124], the runner-up
at the 2014 ILSVRC, showed significant advancements
(6.8% for top 5 testing error rates) with increased DNN
deepness.

Getting further with convolution layers seemed to be a
straightforward way to increase reliability [124], However,
it contained 2 very big flaws:

(1) These more intricate networks were susceptible to
excessive fitting due to the many different variables
they covered,

(2) Additional computer resources were used due to the
deeper networks. These factors made weakly coupled
systems a focus of the science establishment. On the
contrary side, sparse systems had a number of
drawbacks and limitations and were not a simple
answer. According to the significant expense of look-
ups and cache storage failures, those irregular
fragmented algorithms' analyses became difficult
despite the fact the total amount of mathematical
operations remained reduced. Sparse nets on the
contrary, gain on fast density structure multiplication
procedures rendered feasible via increased analytical
items, albeit involving additional operations in
arithmetic. [128].

The Conception framework was introduced by GoogleNet,
the ILSVRC 2014 champion, and it was able to surpassing
AlexNet with a total of 12 lesser inputs. Finding the
optimal localized scarce architecture that may be supplied
using readily accessible heavy elements is the fundamental
premise underlying this architectural concept. The idea
structure was uncovered layer by level. Modules are
stacked one on top of the other. [127].

The conception architecture was discovered, Layer by
layer. Units having a strong correlation were grouped
together in a single layer. The following layer was defined
as these collections that are related to the level elements.
The upper levels of these inception modules needed more
and more 33% and 55% convolutions as they were layered.
This is because the upper layers catch the more abstract
elements, and their spatial concentration decreases as a
result. Dimension reduction was included in the design to
minimize such complexity. As a result, 11 convolutions
were added before the 33% and 55% convolutions,
allowing these 11 convolutions to compute reductions
before being fed to the more costly convolutions.
Inception's architecture was further tweaked in succeeding
versions, the addition of extra factorizations in Inception
V3 and the normalization of batches in Inception V2 [129].

Because of the emphasis on computing efficiency in the

conceptual framework of the original construction,
inferences may be carried out on one machine at a time.
On account of its characteristics, Google Network
eventually became employed through a large number of
facial recognition technologies, involving Google's the
FaceNet algorithm and Deepld3. [130].

In a current investigation, Microsoft's Research team
employed the concept of deeper persistent learning [125]
for recognizing images. The investigators demonstrate that
highly deep networks can possibly be developed
significantly a lower level of complexity of standard DNNs
by utilizing the remaining training architecture. The study
showed a 152-layer DNN, which is eight times deeper than
VGGNet [124].

Along with the aforementioned networks, bilinear CNNs
are a framework developed for recognizing images and
later applied to facial recognition. Two extractors of
features constitute the network, and every picture's results
have been multiplied by the outermost substance. point and
then pooled to produce a bilinear vector. In fine-grained
recognition tasks, this approach has been shown to be
successful [131].

Three components that have been associated to substantial
organizational advancements in DCNN evolution include
enhanced the size of the network, starting point
construction, and connection residuals. Storage usage,
reasoning duration, variation in model complexity, and
algorithmic difficulties are all different performance
measures for these breakthroughs. These indices are
critical for choosing an architecture that is consistent with
the resource limits of a real-world deployment [132].

11.2. Deep Face Recognition Systems

Figure 10 depicts the general operation of deep facial
recognition systems. Before even being delivered to a
neural network which has been trained to extract deep face
representations, To begin with, the image of the face is
pre-processed. This network converts the facial picture to a
lower dimensional discriminatory space for features (512
for ArcFace and FaceNet, 256 for Eye-dea). The separation
among the characteristic matrices of two pictures, such as
the Euclidean distance, can be used as a measure of how
similar two images are. On the other hand, deep facial
recognition networks demonstrate that they can
consistently play also with challenging information. [103].

AN Impostor
(reject)
representation

extraction

|
probe image

Fig 10. Generalized neuronal network-based recognition of
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faces analyzing the chain [103].

12. Traditional Deep Neural Network Structures With
Convolutions

An image's proportions are 2272273, which means it's 227
pixels wide, 227 pixels high, and 3 pixels deep. During the
start of the multilayer level, the tint of the picture being
input is filtered. The current layer (s) consists of 96 kernels
(K), an 11x 11x11 filter (F), and a 4-pixel cadence. The
distance measurement in the kernel pattern represents the
separation among the responses from the field sits of
adjacent neuronal. ((W-F+2P)/S) The final dimension of
the layer that uses convolution is calculated using a
formula such as +1, wherein P is the padding image
variety, that can vary from zero. ((227-11+0)/4)+1 =55 is
the convolutional layer's total output value. The
convolutional layer of the algorithm contains a total of 256
filters because the subsequent feed includes an extent of
5555 features. The workload is divided by two across all
layers in each GPU because the layers are spread across
two GPUs. The pooling layer comes next, then the
convolutional layer. Each feature map has less dimensions
while retaining its important qualities. The types of pooling
include sum, maximum, average, and more. The
subsequent convolutional neural network uses 384 33-bit
kernels split throughout two GPUs, providing every GPU
an output of 33192 in total. The 256 kernels, with an
average capacity 33, are distributed throughout the fifth
layer of convolutional neural networks using two GPUs,
providing per GPU an operating load of 33127. The
remaining three layers of convolutional neural networks
have been generated avoiding the use of either
standardizing or layer pooling techniques. These three
layers' outputs are fed into two entirely linked layers, each
of which has 4096 neurons. DCNNs may learn features in
a hierarchical fashion. A DCNN increases the accuracy of
picture categorization, especially when working with large
datasets. A DCNN requires a large number of photos to
achieve strong classification outcomes, therefore a lack in
vibrant pictures within the identifying images of the people
involved presents an additional obstacle for classification
algorithms. A DCNN is a group of convolutional-layered
neural networks that can be utilized to identify and classify
features in pictures. Through employing a set of training
variables using multiple sizes or levels maintaining the
exact same attributes, the variance in the information
utilized for assessment and what was originally that trained
the DCNN is reduced. A deep neural network is going to
be used to collect and group the properties. Thus, the
DCNN will be helpful in categorization and recognition
assignments. DCNN can be used for jobs requiring
recognizing and categorizing information as a result. [142].

13. One-Shot Face Recognition

In past several years, Convolutional neural networks, or

CNNSs, have demonstrated promise in a variety of machine
that utilize computer vision. CNNs even outperformed
humans across many face recognition tests. With a high
amount of variables and a deep structure, CNNs can pick
up on imagery cues. of the face from extensive training
data. CNNs are currently unable to classify a president
based merely one or a small number of training instances,
in contrast to people who really can distinguish an
individual with one single look. However, assembling
large-scale facial pictures is a challenging task with in real
life. Numerous identification just need a few specimens,
sometimes even just one. The algorithms often
underperform during training with very little inputs. Large-
scale representative training models is difficult since there
aren't enough data sets for training [143]. The goal of one-
shot facial recognition is to develop a powerful system for
face recognition which can handle the problem of
conflicting classifications. [147]. A portion of MS-Celeb-
1M was provided by Guo et al. as a benchmark dataset.
There have been total of 21,000 persons, divided into two
categories the fundamental sets as well as the innovative
set. 20,000 individuals make up the initial set, and
everyone has received over than 50 training samples. One
sample is utilized for training out of the 1000 persons with
in innovative set. Such a challenge's major objective is to
raise recognitional outcomes in a innovative-set with
observance the basic set's correctness. Further than that,
mastering the art of creating a strong representational
model is the key to solving a one-shot face recognition
task. The model's classification is often evaluated using the
LFW verification test, that consists of 6000 pairs of faces.
Extending overall selection space to include new sections
has been the subject among many research. To expand the
capability range and improve functionality of the classifier
throughout CNN training, they suggested employing a UP
term to control the weights of innovative categories. This
method aims to maintain the median of the fundamental
values, which is specified as just a reaction product to
feature length, and the standard of innovative weights at a
similar degree. In contrast , weights adjustment cannot
understand the pattern of data to boost detection
performance; Therefore, concentrating only at the classifier
's ratings during an individual session of training is
insufficient. [144]. Hasan et al. hypothesized that the CNN
( Convolutional Neural Network ) could combine data
from the face and generate a vector matrix. The difference
in distance among the provided data and the practice
photographs has been determined using the triplicate loss
formula with the goal to predict the facial features. To
accomplish  the purpose, face identification and
identification techniques are applied. Facial extraction,
computation, and identification via acquired images are all
done using knowledge-based facial recognition methods.
Both skin tone and facial features are utilized as strategies.
During identifying faces and verification, a system called
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neural networks is utilized. The facial picture assessment
procedure is sped up through classifying faces, which uses
the color space of RGB to determine pigmentation factors.
While installing the LoG purification, contenders for faces
have facial features. With different lighting conditions
[145]. Computer vision techniques like object recognition
and image analysis frequently use deep convolutional
neural networks. Modern performance level requires a
significant numbers of labeled specimen to be archived.
Yet, it is difficult to gather this several specimens for facial
sketches recognition tasks. Every theme will only include
one sketch and one image. As there is just one training
specimen required per group, Sabri et al. suggested a One-
shot Learning technique using a Siamese Network to get
around the problem. The network will be utilized to
determine exactly two such examples photographs are by
using identical models components containing the same
structure and weights. The resemblance score is calculated
by using the Distance measure. The effectiveness of using
four different convolution layers in this recognition
problem is evaluated. During approximately 300 rounds of
instruction for a 10-way One-shot the outcomes of learning
show that logarithmic is the most suitable response factor
of this project, achieving 100% efficiency. When the
CUHK database is included in the analysis, the results
continue to exhibit relatively similar pattern of correctness.
[146].

14. Previous Studies In The Field Of One-Shot

Several investigations have been accompanied in the area
of facial identification with one image. For example,
Zhongjun et al. claimed that stance and illumination are
indeed the two biggest obstacles facing systems for face
recognition. They looked at the face recognition problem
over variations in attitude and brightness due to the
restricted set of training examples and one image per
session (a.k.a., one shot classification). The capability of
deep learning to acquire non-linear modification, which is
better adapted for postural and brightness standardization,
was combined with strength of 3d images in providing
many viewpoints and a variety of illuminating patterns.
They can construct a posture and brightness normalizing
neural network using substantially less training data thanks
towards the posture and brightness augmentation
procedure than with earlier methods. The MultiPIE dataset
investigations  produce successful  performance in
identification. [148].

By using a CNN with a controlled regularization term and
moving core regeneration, Wang et al. created a brand-new
architecture that regulates weight vector norms within the
same dimension and modifies the cluster core to manage
with subpar training data. They considerably improve one-
shot facial recognition software, attaining 88.78%
saturation at precision=0.99 without the use of hybrid

models or multi-models, according to extensive
experimentations on the MS-celeb-1M low-shot facial
datasets. Moreover, LFW studies demonstrate that CNN
models are trained with the specific implementation offer
higher condensed and discriminatory visual features. There
are relatively few training examples available online
because of a significant amount of possible identifiers.
[149].

In the investigation, Chandra et al. examined two
methodologies: (a) a Siamese Neural Network-based
method; and (b) deep feature recording accompanied with
categorisation of the encoded properties using nearest
neighbours. They developed a technique that blended the
two strategies. In this creative mixed technology, the
encrypted data produced by a ResNet Cnhn model are
supplied into the Siamese network, which is qualified to
distinguish among two coded extracted features. At this
combine method, an experienced algorithms already A
functional structure integrates the twin networks in the
convolutional neural network with deep convolution
(ResNet), which functions as a characteristic description
for an assortment of image pixels in order to produce the
resemblance metric. The system known as the Siamese
Network gains the ability to judge how similar all two
encoded characteristics extracted are to one another on a
scale of 0-1, using the two coded relevant features created
from the inputs face pictures. 1 is assigned when both input
photographs belong to the exact same category. [150].

Zhang et al. they said existing face reenactment
approaches, , rely on a set of target faces for learning
subject-specific attributes to enable realistic form (e.g.
stance and expression) transfer. End-users frequently only
have one target face at hand in real-world scenarios,
making conventional solutions ineffective. They proposed
an unique one-shot face reenactment learning approach to
fill this gap. Their essential discovery is that for efficient
modeling, the one-shot learner must be able to detangle
and assemble appearance and shape information. With
their associated encoders, the target face appearance and
source face shape are first projected into latent regions.
Then, to create the final reenactment results, these two
latent spaces are linked by learning a common decoder that
collects multi-level information. They also suggested
FusionNet, which combines the benefits of learnt decoder
with the standard warping approach to boost the
synthesizing quality on mustache and hair areas. Extensive
testing shows that their one-shot face recreation approach
outperforms alternatives in terms of transfer quality and
identity preservation. Moreover, their method, which uses
only one target picture per participant, delivers comparable
results to methods that use a set of target photos [151].

Xiang et al. develop an innovative generated
antagonistic one-shot facial recognizer which tries to
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generate useful information on one-shot categories by
modifying incoming aberrations of previous categories.
They want to develop a general face classification that is
more useful including both everyday people and one-shot
individuals. They combined a knowledge transfer
generator and a general classifier into an unified model,
resulting in a novel loss function in technological terms. A
two-player minimax algorithm that effectively boosts the
underserved categories inside the learned model and results
in a considerable improvement in face recognition
accuracy may be used as a template for the creation of
more useful information. They maintained an average
Topl correctness of 99.80% for the required classes while
recognizing 94.98 percentage of the tested photographs
with an accuracy of 99% for the one-shot classes on the
MS-Celeb-1M benchmark task. [152].

Putra et al. used a Siamese neural network to carry out
single-shot training for recognizing faces in the current
research. A number of dataset were created for the purpose
of testing and instruction, which is the initial and most
crucial step. Once the information was already gathered, it
came time to upload it. Each graphic in the information set
was placed toward the machine learning technique to allow
it to acquire the facial traits associated with each picture.
Both the preparation and testing halves of the collected
information were used. To make the method easier to
comprehend, the graphic was reduced to fit to 105 X 105
pixels and converted to monochrome. Every graphic was
fed into the deep neural network library's tensors, which
were subsequently used to enter data into the training
process. The resemblance measurement among the two
identical data photographs is computed using the sigmoid,
softmax, tanh, softplus, and softsign conditioning
algorithms. The best source level, which produced the
greatest amount of accurate findings, had a gaussian N-
way technique Siamese Network with a typical N-way
method Siamese Network of 92%. Their study made use of
information that was not created arbitrarily. [153].

15. The Challenge Of One-Shot Facial Recognition

Based on Ding et al., there are two parts to the
challenge of one-shot recognition of facial features. The
facial imagery needs to be first transformed to create a
prejudiced features set using a graphical framework.
Notwithstanding significant advances in deep learning
techniques of visual identification lately, vision algorithms
continue to have a restricted capacity to interpret
photographic systems solely based on solitary or multiple
data points. A typical method is to train a representation
architecture that identifies face attributes for photos with in
low-shot set using a large number of shots among a various
group of individuals (we call them the basic group as well
as the individuals with quite quantity of practice photos
set for low images). A lot of current studies have been

devoted to creating organizational system that are highly
generalizable, allowing face representation algorithms to
be trained and evaluated throughout varied populations.
Despite the fact that it has attracted a lot of focus,
improving the flexibility and capability of face
representation algorithms remains an ongoing project. The
representation model trained on database A might not be
discriminatory well enough on database B whenever the
face databases A and B exhibit considerably different
patterns. For instance, the reliability of the trained model
for individuals with a particular skin tone is significantly
smaller if indeed the inputs included to train the
representation model don't really contain a good
percentage of photographs for those individuals.

The second challenge in one-shot facial recognition is
figuring out the subdivision for a certain person with in
target domain. A representation model creates several
images of an individual 's facial from an accumulation of
feature-filled pixels. Before anything else, we ought to
examine the design, volume, and location of individual's
divisions with in feature space before we can distinguish
out all their features. Nevertheless, calculating the
dispersion of features of the individual are being
recognized is challenging only with single image
(corresponding to a dot inside the feature space), which
makes it difficult to estimate the boundary of a division
due to this particular individual with in feature space. It is
possible to divide people who typically only have access to
a single image using k-nearest neighbor (k-NN) classifiers
with a defined level in order to compute the division for
the one-shot individual in the feature space. Assuming that
almost every individual occupies a comparable hyper-
sphere with in feature set. Nevertheless, a number of
current research have demonstrated that using k-NN
explicitly is regularly a much worse choice than other
strategies that could acquire the division barrier in a
somewhat more useful way. [147].

16. Methodology

This study reviewed prior studies in terms of advanced-
deep learning, machine learning, and facial recognition
technology as well as study that is linked to all these two
technologies. The reliability of facial recognition as well as
the factors impacting it were again studied, along with
facial recognition technologies and algorithms. Also, the
processes of deep facial structure development, one-shot
facial recognition technology, and also some released one-
shot facial recognition studies were examined.

Conclusions

One of the most significant and prevalent technologies
used today, particularly in the sphere of security and in
some public spaces, is facial recognition technology. There
are still a few difficulties with this technology, including
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lighting, movement, and facial emotions. The application
of deep learning for one-shot facial recognition is the main
topic of this study, which also provides a survey of related
literature. This publication urges academics to be
interested in the topic of one-shot facial recognition as well
as the advancement of already used networks and
technologies.

Author contributions

The application of deep learning for one-shot facial
recognition is the main topic of this study, which also
provides a survey of related literature. This publication
urges academics to be interested in the topic of one-shot
facial recognition as well as the advancement of already
used networks and technologies. In the present article, we
cover a number of research investigations and initiatives
that have been completed undertaken in the discipline, as
well as an overview of recent advances in recognition of
faces and deep one-shot recognition of faces.

Conflicts of interest

This paper was made by me, the first researcher, and it is
not quoted from any other research or thesis, and it has not
been previously published.

References

[1] S. Liao, A. K. Jain, and S. Z. Li, “Partial Face
Recognition:  Alignment-Free Approach,” TEEE
Transactions on Pattern Analysis and Machine
Intelligence, vol. 35, no. 5, pp. 1193-1205, May
2013, doi: https://doi.org/10.1109/tpami.2012.191.

[2] Y. Ouerhani, M. Jridi, and A. AlFalou, “Fast face
recognition approach using a graphical processing
unit ‘GPU,”” 2010 IEEE International Conference
on Imaging Systems and Techniques, Jul. 2010, doi:
https://doi.org/10.1109/ist.2010.5548545.

[3] W. Yang, S. Wang, J. Hu, G. Zheng, and C. Valli,
“A fingerprint and finger-vein based cancelable
multi-biometric system,” Pattern Recognition, vol.
78, pp. 242-251, Jun. 2018, doi:
https://doi.org/10.1016/j.patcog.2018.01.026.

[4] N. P. Patel and A. Kale, “Optimize Approach to
Voice Recognition Using IoT,” 2018 International
Conference On Advances in Communication and
Computing Technology (ICACCT), Feb. 2018, doi:
https://doi.org/10.1109/icacct.2018.8529622.

[6] M. Kumar and T. Hussaini, “Face Recognition
Algorithm based on Traditional and Artificial
Intelligence: A Systematic Review,” IEEE Xplore,

Jun. 01, 2021.
https://ieeexplore.ieee.org/abstract/document/94984
76

[6] Q. Wang, A. Alfalou, and C. Brosseau, “New

[7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

(18]

[16]

[17]

perspectives in face correlation research: a tutorial,”
Advances in Optics and Photonics, vol. 9, no. 1, p.
1, Jan. 2017, doi:
https://doi.org/10.1364/a0p.9.000001.

C. Zhao, X. Li, and Y. Cang, “Bisecting k-means
clustering based face recognition using block-based
bag of words model,” Optik - International Journal
for Light and Electron Optics, vol. 126, no. 19, pp.
1761-1766, Oct. 2015, doi:
https://doi.org/10.1016/j.ijle0.2015.04.068.

M. Wang and W. Deng, “Deep Face Recognition: A
Survey,” Neurocomputing, Nov. 2020, doi:
https://doi.org/10.1016/j.neucom.2020.10.081.

W. Zhao, R. Chellappa, P. J. Phillips, and A.
Rosenfeld, “Face recognition,” ACM Computing
Surveys, vol. 35, no. 4, pp. 399-458, Dec. 2003,
doi: https://doi.org/10.1145/954339.954342.

A. Scheenstra, A. Ruifrok, and R. C. Veltkamp, “A
Survey of 3D Face Recognition Methods,” Lecture
Notes in Computer Science, pp. 891-899, 2005,
doi: https://doi.org/10.1007/11527923_93.

X. Zhang and Y. Gao, “Face recognition across
pose: A review,” Pattern Recognition, vol. 42, no.
11, pp. 2876-2896, Nov. 2009, doi:
https://doi.org/10.1016/j.patcog.2009.04.017.

JR. Jafri and H. R. Arabnia, “A Survey of Face
Recognition Techniques,” Journal of Information
Processing Systems, vol. 5, no. 2, pp. 41-68, Jun.
2009, doi: https://doi.org/10.3745/jips.2009.5.2.041.

K. W. Bowyer, K. Chang, and P. Flynn, “A survey
of approaches and challenges in 3D and multi-
modal 3D+2D face recognition,” Computer Vision
and Image Understanding, vol. 101, no. 1, pp. 1-15,
Jan. 2006, doi:
https://doi.org/10.1016/j.cviu.2005.05.005.

X. Zou, J. Kittler, and K. Messer, “Illumination
Invariant Face Recognition: A Survey,” Dec. 2007,
doi: https://doi.org/10.1109/btas.2007.4401921.

A. F. Abate, M. Nappi, D. Riccio, and G. Sabatino,
“2D and 3D face recognition: A survey,” Pattern
Recognition Letters, vol. 28, no. 14, pp. 1885-1906,
Oct. 2007, doi:
https://doi.org/10.1016/j.patrec.2006.12.018.

C. Ding and D. Tao, “A Comprehensive Survey on
Pose-Invariant ~ Face Recognition,” ACM
Transactions on Intelligent  Systems and
Technology, vol. 7, no. 3, pp. 1-42, Feb. 2016, doi:
https://doi.org/10.1145/2845089.

Y. Kortli, M. Jridi, A. Al Falou, and M. Atri, “Face
Recognition Systems: A Survey,” Sensors, vol. 20,

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2491



[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

no. 2, p. 342, Jan.
https://doi.org/10.3390/5s20020342.

2020, doi:

A. Elmahmudi and H. Ugail, “Deep face
recognition using imperfect facial data,” Future
Generation Computer Systems, vol. 99, pp. 213-
225, Oct. 2019, doi:
https://doi.org/10.1016/j.future.2019.04.025.

M. Almuashi, S. Z. Mohd Hashim, D. Mohamad,
M. H. Alkawaz, and A. Ali, “Automated kinship
verification and identification through human facial
images: a survey,” Multimedia Tools and
Applications, vol. 76, no. 1, pp. 265-307, Nov.
2015, doi: https://doi.org/10.1007/s11042-015-
3007-5.

N. Kohli, M. Vatsa, R. Singh, A. Noore, and A.
Majumdar, “Hierarchical Representation Learning
for Kinship Verification,” IEEE Transactions on
Image Processing, vol. 26, no. 1, pp. 289-302, Jan.
2017, doi:
https://doi.org/10.1109/tip.2016.2609811.

Z. Wei, M. Xu, L. Geng, H. Liu, and H. Yin,
“Adversarial Similarity Metric Learning for Kinship
Verification,” IEEE Access, vol. 7, pp. 100029—
100035, 2019, doi:
https://doi.org/10.1109/access.2019.2929939.

S. Chen, Y. Liu, X. Gao, and Z. Han,
“MobileFaceNets: Efficient CNNs for Accurate
Real-Time Face Verification on Mobile Devices,”
Biometric Recognition, pp. 428-438, 2018, doi:
https://doi.org/10.1007/978-3-319-97909-0_46.

J. Deng, J. Guo, N. Xue, and S. Zafeiriou,
“ArcFace: Additive Angular Margin Loss for Deep
Face Recognition,” openaccess.thecvf.com, 2019.
https://openaccess.thecvf.com/content CVPR_2019
/html/Deng_ArcFace_Additive_Angular_Margin_L
oss_for_Deep_Face_Recognition_ CVPR_2019 pap
er.html

J. Deng, J. Guo, N. Xue, and S. Zafeiriou,
“ArcFace: Additive Angular Margin Loss for Deep
Face Recognition,” openaccess.thecvf.com, 2019.
https://openaccess.thecvf.com/content_CVPR_2019
/html/Deng_ArcFace_Additive_Angular_Margin_L
oss_for_Deep_Face_Recognition_ CVPR_2019 pap
er.html

W. Liu, Y. Wen, Z. Yu, M. Li, B. Raj, and L. Song,
“SphereFace: Deep Hypersphere Embedding for
Face Recognition,” openaccess.thecvf.com, 2017.
https://openaccess.thecvf.com/content_cvpr_2017/h
tml/Liu_SphereFace_Deep_Hypersphere_ CVPR_2

01_paper.html

F. Schroff, D. Kalenichenko, and J. Philbin,

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

“FaceNet: A Unified Embedding for
Recognition and Clustering,” WWW.CV-
foundation.org, 2015. https://www.cv-
foundation.org/openaccess/content_cvpr_2015/html
/Schroff_FaceNet_A_Unified_2015 CVPR_paper.h
tml

Face

Y. Sun, X. Wang, and X. Tang, “Deeply Learned
Face Representations Are Sparse, Selective, and
Robust,” www.cv-foundation.org, 2015.
https://www.cv-
foundation.org/openaccess/content_cvpr_2015/html
/Sun_Deeply_Learned_Face 2015 CVPR_paper.ht
ml

F. Wang, W. Liu, H. Liu, and J. Cheng, “Additive
Margin Softmax for Face Verification,” IEEE
Signal Processing Letters, vol. 25, no. 7, pp. 926—
930, Jul. 2018, doi:
https://doi.org/10.1109/LSP.2018.2822810.

X. Wang, S. Wang, S. Zhang, T. Fu, H. Shi, and T.
Mei, “Support Vector Guided Softmax Loss for
Face Recognition,” arXiv.org, Dec. 29, 2018.
https://arxiv.org/abs/1812.11317

X. Wang, S. Zhang, Z. Lei, S. Liu, X. Guo, and S.
Z. Li, “Ensemble Soft-Margin Softmax Loss for
Image Classification,” arXiv.org, May 10, 2018.
https://arxiv.org/abs/1805.03922

X. Wu, R. He, Z. Sun, and T. Tan, “A Light CNN
for Deep Face Representation With Noisy Labels,”
IEEE Transactions on Information Forensics and
Security, vol. 13, no. 11, pp. 2884-2896, Nov.
2018, doi:
https://doi.org/10.1109/tifs.2018.2833032.

B. Lahasan, S. Lebai Lutfi, I. Venkat, M. A. Al-
Betar, and R. San-Segundo, “Optimized symmetric
partial facegraphs for face recognition in adverse
conditions,” Information Sciences, vol. 429, pp.
194-214, Mar. 2018, doi:
https://doi.org/10.1016/j.ins.2017.11.013.

A. Elmahmudi and H. Ugail, “Deep face
recognition using imperfect facial data,” Future
Generation Computer Systems, vol. 99, pp. 213—
225, Oct. 2019, doi:
https://doi.org/10.1016/j.future.2019.04.025.

S. Li and W. Deng, “Deep Facial Expression
Recognition: A Survey,” IEEE Transactions on
Affective Computing, pp. 1-1, 2020, doi:
https://doi.org/10.1109/taffc.2020.2981446.

T. Chen, H. Zhang, and H. Jing, “A Survey of
Research on Deep Face Recognition based on
Gabor Features,” vol. 7, no. 7, pp. 246-250, Jul.
2021, doi:

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2492



[36]

[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

https://doi.org/10.6919/icje.202107_7(7).0038.

Tupe-Waghmare, P., & Joshi, R. R. (2021).
Bibliometric  Survey on Multipurpose Face
Recognition System using Deep Learning. Library
Philosophy and Practice, 2021.

R. Goel, I. Mehmood, and H. Ugail, “A Study of
Deep Learning-Based Face Recognition Models for
Sibling Identification,” Sensors, vol. 21, no. 15, p.
5068, Jul. 2021, doi:
https://doi.org/10.3390/521155068.

P. S. Prasad, R. Pathak, V. K. Gunjan, and H. V.
Ramana Rao, “Deep Learning Based
Representation for Face Recognition,” Lecture
Notes in Electrical Engineering, pp. 419-424, Aug.
2019, doi: https://doi.org/10.1007/978-981-13-
8715-9_50.

Sen, J., Sarkar, B., Hena, M. A., & Rahman, M. H.
(2020). Face recognition using deep convolutional
network and one-shot learning. SSRG International
Journal of Computer Science and Engineering, 7(4),
23-9

A. G. Menezes, J. M. D. da C. S, E. Llapa, and C.
A. Estombelo-Montesco, “Automatic Attendance
Management System based on Deep One-Shot
Learning,” IEEE Xplore, Jul. 01, 2020.
https://ieeexplore.ieee.org/abstract/document/91452
30

M. Mehdipour Ghazi and H. Kemal Ekenel, “A
Comprehensive Analysis of Deep Learning Based
Representation for Face Recognition,” www.cv-
foundation.org, 2016. https://www.cv-
foundation.org/openaccess/content_cvpr_2016_wor
kshops/w4/html/Ghazi_A_Comprehensive_Analysi
s CVPR_2016_paper.html

X. Yao and Y. Liu, “Machine Learning,” Search
Methodologies, pp. 477-517, Jul. 2013, doi:
https://doi.org/10.1007/978-1-4614-6940-7_17.

Willard, J., Jia, X., Xu, S., Steinbach, M., &
Kumar, V. (2020). Integrating physics-based
modeling with machine learning: A survey. arXiv
preprint arXiv:2003.04919, 1(1), 1-34.

“Machine Learning Fundamentals,” Mobility
Patterns, Big Data and Transport Analytics, pp. 9—
29, Jan. 2019, doi: https://doi.org/10.1016/B978-0-
12-812970-8.00002-6.

J. Kaur, M. A. Khan, M. Iftikhar, M. Imran, and Q.
Emad Ul Haq, “Machine Learning Techniques for
5G and Beyond,” IEEE Access, vol. 9, pp. 23472—
23488, 2021, doi:
https://doi.org/10.1109/access.2021.3051557.

[46]

[47]

(48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

M. E. Morocho-Cayamcela, H. Lee, and W. Lim,
“Machine Learning for 5G/B5G Mobile and
Wireless Communications: Potential, Limitations,
and Future Directions,” IEEE Access, vol. 7, pp.
137184-137206, 2019, doi:
https://doi.org/10.1109/access.2019.2942390.

P. C. Sen, M. Hajra, and M. Ghosh, “Supervised
Classification Algorithms in Machine Learning: A
Survey and Review,” Advances in Intelligent
Systems and Computing, pp. 99-111, Jul. 2019,
doi: https://doi.org/10.1007/978-981-13-7403-6_11.

Y. Liu, C. Yang, L. Jiang, S. Xie, and Y. Zhang,
“Intelligent Edge Computing for loT-Based Energy
Management in Smart Cities,” IEEE Network, vol.
33, no. 2, pp. 111-117, Mar. 2019, doi:
https://doi.org/10.1109/mnet.2019.1800254.

I. Goodfellow, Y. Bengio, and A. Courville, Deep
Learning. MIT Press, 2016. Accessed: Jun. 10,
2023. [Online]. Available:
https://books.google.ca/books?hl=en&Ir=lang_en&i
d=omivDQAAQBAJ&0i=fnd&pg=PR5&dq=49.%0
9Goodfellow

V. Dunjko and H. J. Briegel, “Machine learning &
artificial intelligence in the quantum domain: a
review of recent progress,” Reports on Progress in
Physics, vol. 81, no. 7, p. 074001, Jun. 2018, doi:
https://doi.org/10.1088/1361-6633/aab406.

L. Kaiser et al., “Model-Based Reinforcement
Learning  for  Atari,”  arXiv.org, 2019.
https://arxiv.org/abs/1903.00374

K. Zhang, Z. Yang, and T. Basar, “Multi-Agent
Reinforcement Learning: A Selective Overview of
Theories and  Algorithms,” Handbook  of
Reinforcement Learning and Control, pp. 321-384,
2021, doi:  https://doi.org/10.1007/978-3-030-
60990-0_12.

“Deep reinforcement learning for power system: An
overview,” CSEE Journal of Power and Energy
Systems, 2019, doi:
https://doi.org/10.17775/cseejpes.2019.00920.

L. Cao and Zhimin, “An Overview of Deep
Reinforcement Learning,” Jul. 2019, doi:
https://doi.org/10.1145/3351917.3351989.

M. TIlham Rizqyawan et al, “Comparing
Performance of Supervised Learning Classifiers by
Tuning the Hyperparameter on Face Recognition,”
vol. 13, no. 5, pp. 1-13, Oct. 2021, doi:
https://doi.org/10.5815/ijisa.2021.

Y. Rao, J. Lu, and J. Zhou, “Attention-Aware Deep
Reinforcement  Learning for Video Face

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2493



[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

Recognition,” Oct. 2017, doi:
https://doi.org/10.1109/iccv.2017.424.

A. Haque, A. Alahi, and L. Fei-Fei, “Recurrent
Attention Models for Depth-Based Person
Identification,” www.cv-foundation.org,  2016.
https://www.cv-
foundation.org/openaccess/content_cvpr_2016/html
/Haque_Recurrent_Attention_Models_ CVPR_2016
_paper.html

S. Xinhui et al., “Unsupervised Learning Facial
Parameter Regressor for Action Unit Intensity
Estimation via Differentiable Renderer,” Oct. 2020,
doi: https://doi.org/10.1145/3394171.3413955.

J.-H. Prinz et al., “Markov models of molecular
kinetics: Generation and validation,” The Journal of
Chemical Physics, vol. 134, no. 17, p. 174105, May
2011, doi: https://doi.org/10.1063/1.3565032.

D. P. Filev and 1. Kolmanovsky, “Generalized
Markov Models for Real-Time Modeling of
Continuous Systems,” IEEE Transactions on Fuzzy
Systems, vol. 22, no. 4, pp. 983-998, Aug. 2014,
doi: https://doi.org/10.1109/tfuzz.2013.2279535.

J. Shin, K. Yeon, S.-B. Kim, Myung Hoon Sunwoo,
and M. Han, “Comparative Study of Markov Chain
With Recurrent Neural Network for Short Term
Velocity Prediction Implemented on an Embedded
System,” vol. 9, pp. 24755-24767, Jan. 2021, doi:
https://doi.org/10.1109/access.2021.3056882.

Lal, M., Kumar, K., Arain, R. H., Maitlo, A., Ruk,
S. A, & Shaikh, H. (2018). Study of face
recognition techniques: a survey. International
Journal of Advanced Computer Science and
Applications, 9(6).

A. F. Jahwar and A. M. Abdulazeez, “META-
HEURISTIC ALGORITHMS FOR K-MEANS
CLUSTERING: A REVIEW,” PalArch’s Journal of
Archaeology of Egypt / Egyptology, vol. 17, no. 7,
pp. 12002-12020, Nov. 2020, Accessed: Feb. 24,
2023. [Online]. Available:
https://archives.palarch.nl/index.php/jae/article/vie
w/4630

K. Weiss, T. M. Khoshgoftaar, and D. Wang, “A
survey of transfer learning,” Journal of Big Data,
vol. 3, no. 1, May 2016, doi:
https://doi.org/10.1186/s40537-016-0043-6.

F. Zhuang et al.,, “A Comprehensive Survey on
Transfer Learning,” Proceedings of the IEEE, vol.
109, no. 1, pp. 43-76, Jan. 2021, doi:
https://doi.org/10.1109/jproc.2020.3004555.

R. Meena. Prakash, N. Thenmoezhi, and M.

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

Gayathri, “Face Recognition with Convolutional
Neural Network and Transfer Learning,” 2019
International Conference on Smart Systems and
Inventive Technology (ICSSIT), Nov. 2019, doi:
https://doi.org/10.1109/icssit46314.2019.8987899.

R. S. Kute, V. Vyas, and A. Anuse, “Component-
based face recognition under transfer learning for
forensic applications,” Information Sciences, vol.
476, pp. 176-191, Feb. 2019, doi:
https://doi.org/10.1016/}.ins.2018.10.014.

M. Heidari and Kazim Fouladi-Ghaleh, “Using
Siamese Networks with Transfer Learning for Face
Recognition on Small-Samples Datasets,” Feb.
2020, doi:
https://doi.org/10.1109/mvip49855.2020.9116915.

S. S., J. I. Zong Chen, and S. Shakya, “Survey on
Neural Network  Architectures with  Deep
Learning,” Journal of Soft Computing Paradigm,
vol. 2, no. 3, pp. 186-194, Jul. 2020, doi:
https://doi.org/10.36548/jscp.2020.3.007.

Y. Guo, H. Wang, Q. Hu, H. Liu, L. Liu, and M.
Bennamoun, “Deep Learning for 3D Point Clouds:
A Survey,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, pp. 1-1, 2020, doi:
https://doi.org/10.1109/tpami.2020.3005434.

A. M. Ozbayoglu, M. U. Gudelek, and O. B. Sezer,
“Deep learning for financial applications : A
survey,” Applied Soft Computing, vol. 93, p.
106384, Aug. 2020, doi:
https://doi.org/10.1016/j.as0¢.2020.106384.

M. Ye, J. Shen, G. Lin, T. Xiang, L. Shao, and S. C.
H. Hoi, “Deep Learning for Person Re-
identification: A Survey and Outlook,” IEEE
Transactions on Pattern Analysis and Machine
Intelligence, pp. 1-1, 2021, doi:
https://doi.org/10.1109/tpami.2021.3054775.

A. Shrestha and A. Mahmood, “Review of Deep
Learning Algorithms and Architectures,” IEEE
Access, vol. 7, pp. 53040-53065, 2019, doi:
https://doi.org/10.1109/access.2019.2912200.

Y. Guo, Y. Liu, A. Oerlemans, S. Lao, S. Wu, and
M. S. Lew, “Deep Ilearning for
understanding: A review,” Neurocomputing, vol.
187, pp. 2748, Apr. 2016, doi:
https://doi.org/10.1016/j.neucom.2015.09.116.

visual

S. Sharma and V. Kumar, “Voxel-based 3D
occlusion-invariant face recognition using game
theory and simulated annealing,” Multimedia Tools
and Applications, vol. 79, no. 35-36, pp. 26517—
26547, Jul. 2020, doi:
https://doi.org/10.1007/s11042-020-09331-5.

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2494



[76]

[77]

[78]

[79]

(80]

[81]

(82]

(83]

(84]

(85]

(86]

T. Bian and Z.-P. Jiang, “Reinforcement learning
for linear continuous-time systems: an incremental
learning approach,” IEEE/CAA Journal of
Automatica Sinica, vol. 6, no. 2, pp. 433-440, Mar.
2019, doi:
https://doi.org/10.1109/jas.2019.1911390.

N. Soltani, B. Soleimani, and Behrang Barekatain,
“Heuristic Algorithms for Task Scheduling in
Cloud Computing: A Survey,” vol. 9, no. 8, pp. 16—
22, Aug. 2017, doi:
https://doi.org/10.5815/ijcnis.2017.08.03.

N. Kokash, “An introduction to heuristic
algorithms.” Accessed: Jun. 12, 2023. [Online].
Available:
https://citeseerx.ist.psu.edu/document?repid=repl&t
ype=pdf&doi=8314hf30780871868076775ba62759
f1faf8c9f0

Y. Li, “Deep Reinforcement Learning: An
Overview,” arXiv (Cornell University), Jan. 2017,
doi: https://doi.org/10.48550/arxiv.1701.07274.

K. Arulkumaran, M. P. Deisenroth, M. Brundage,
and A. A. Bharath, “Deep Reinforcement Learning:
A Brief Survey,” IEEE Signal Processing
Magazine, vol. 34, no. 6, pp. 26-38, Nov. 2017,
doi: https://doi.org/10.1109/msp.2017.2743240.

]S. Gupta, G. Singal, and D. Garg, “Deep
Reinforcement Learning Techniques in Diversified
Domains: A Survey,” Archives of Computational
Methods in  Engineering, Feb. 2021, doi:
https://doi.org/10.1007/s11831-021-09552-3.

H. Li and H. Xu, “Deep reinforcement learning for
robust emotional classification in facial expression
recognition,” Knowledge-Based Systems, vol. 204,
p. 106172, Sep. 2020, doi:
https://doi.org/10.1016/j.knosys.2020.106172.

L. Cao and Zhimin, “An Overview of Deep
Reinforcement  Learning,” Jul. 2019, doi:
https://doi.org/10.1145/3351917.3351989.

X. Huang, M. Kwiatkowska, S. Wang, and M. Wu,
“Safety Verification of Deep Neural Networks,”
Computer Aided Verification, pp. 3-29, 2017, doi:
https://doi.org/10.1007/978-3-319-63387-9 1.

D. A. Tedjopurnomo, Z. Bao, B. Zheng, F.
Choudhury, and A. K. Qin, “A Survey on Modern
Deep Neural Network for Traffic Prediction:
Trends, Methods and Challenges,” IEEE
Transactions on Knowledge and Data Engineering,
pp. 1-1, 2020, doi:
https://doi.org/10.1109/tkde.2020.3001195.

Y. Liu, X. Ma, J. Bailey, and F. Lu, “Reflection

(87]

(88]

(89]

[90]

[91]

[92]

[93]

[94]

(98]

Backdoor: A Natural Backdoor Attack on Deep
Neural Networks,” Computer Vision — ECCV 2020,
pp. 182-199, 2020, doi:
https://doi.org/10.1007/978-3-030-58607-2_11.

Y. Li, G. Cao, and W. Cao, “LMDAPNet: A Novel
Manifold-Based Deep Learning Network,” Jan.
2020, doi:
https://doi.org/10.1109/access.2020.2985128.

C. Tan, F. Sun, T. Kong, W. Zhang, C. Yang, and
C. Liu, “A Survey on Deep Transfer Learning,”
Artificial Neural Networks and Machine Learning —
ICANN 2018, pp. 270-279, 2018, doi:
https://doi.org/10.1007/978-3-030-01424-7_27.

A. Sufian, A. Ghosh, A. S. Sadiq, and F.
Smarandache, “A Survey on Deep Transfer
Learning to Edge Computing for Mitigating the
COVID-19 Pandemic,” Journal of Systems
Architecture, vol. 108, p. 101830, Sep. 2020, doi:
https://doi.org/10.1016/j.sysarc.2020.101830.

J. Manit, L. Preule, A. Schweikard, and F. Ernst,
“Human forehead recognition: a novel biometric
modality based on near-infrared laser backscattering
feature image using deep transfer learning,” IET
Biometrics, vol. 9, no. 1, pp. 31-37, Jan. 2020, doi:
https://doi.org/10.1049/iet-bmt.2019.0015.

A. Balatsoukas-Stimming and C. Studer, “Deep
Unfolding for Communications Systems: A Survey
and Some New Directions,” IEEE Xplore, Oct. 01,
2019. https://ieeexplore.ieee.org/document/9020494

C. Bertocchi, E. Chouzenoux, Marie-Caroline
Corbineau, Jean-Christophe Pesquet, and M. Prato,
“Deep unfolding of a proximal interior point
method for image restoration,” vol. 36, no. 3, pp.
034005-034005, Feb. 2020, doi:
https://doi.org/10.1088/1361-6420/ab460a.

M. Turk and A. Pentland,
Recognition,” Journal of Cognitive Neuroscience,
vol. 3, no. 1, pp. 71-86, Jan. 1991, doi:
https://doi.org/10.1162/jocn.1991.3.1.71.

“Eigenfaces for

T. Ahonen, A. Hadid, and M. Pietikainen, “Face
Description with Local Binary Patterns: Application
to Face Recognition,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 28, no. 12,
pp. 2037-2041, Dec. 2006, doi:
https://doi.org/10.1109/tpami.2006.244.

Chengjun Liu and H. Wechsler, “Gabor feature
based classification using the enhanced fisher linear
discriminant model for face recognition,” IEEE
Transactions on Image Processing, vol. 11, no. 4,
pp. 467-476, Apr. 2002, doi:
https://doi.org/10.1109/tip.2002.999679.

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2495



[96]

[97]

[98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

M. Jridi, T. Napoléon, and A. Alfalou, “One lens
optical correlation: application to face recognition,”
Applied Optics, vol. 57, no. 9, p. 2087, Mar. 2018,
doi: https://doi.org/10.1364/a0.57.002087.

F. Schroff, D. Kalenichenko, and J. Philbin,
“FaceNet: A Unified Embedding for Face
Recognition and Clustering,” WWW.CV-

foundation.org, 2015. https://www.cv-
foundation.org/openaccess/content_cvpr_2015/html
/Schroff_FaceNet_ A Unified_2015 CVPR_paper.h
tml

G. Guo and N. Zhang, “A survey on deep learning
based face recognition,” Computer Vision and
Image Understanding, p. 102805, Aug. 2019, doi:
https://doi.org/10.1016/j.cviu.2019.102805.

Z. Ma, Y. Ding, B. Li, and X. Yuan, “Deep CNNs
with Robust LBP Guiding Pooling for Face

Recognition,” Sensors, vol. 18, no. 11, p. 3876,
Nov. 2018, doi: https://doi.org/10.3390/s18113876.

J. Koo, S. Cho, N. Baek, M. Kim, and K. Park,
“CNN-Based Multimodal Human Recognition in
Surveillance Environments,” Sensors, vol. 18, no. 9,
p. 3040, Sep. 2018, doi:
https://doi.org/10.3390/5s18093040.

R. Koshy and A. Mahmood, “Optimizing Deep
CNN Architectures for Face Liveness Detection,”
Entropy, vol. 21, no. 4, p. 423, Apr. 2019, doi:
https://doi.org/10.3390/e21040423.

Y. Kortli, M. Jridi, A. Al Falou, and M. Atri, “Face
Recognition Systems: A Survey,” Sensors, vol. 20,
no. 2, p. 342, Jan. 2020, doi:
https://doi.org/10.3390/5s20020342.

U. Scherhag, C. Rathgeb, J. Merkle, and C. Busch,
“Deep Face Representations for Differential
Morphing Attack Detection,” IEEE Transactions on
Information Forensics and Security, vol. 15, pp.
3625-3639, 2020, doi:
https://doi.org/10.1109/tifs.2020.2994750.

V. A, D. Hebbar, V. S. Shekhar, K. N. B. Murthy,
and S. Natarajan, “Two Novel Detector-Descriptor
Based Approaches for Face Recognition Using
SIFT and SURF,” Procedia Computer Science, vol.
70, pp. 185-197, 2015, doi:
https://doi.org/10.1016/j.procs.2015.10.070.

T. Napoléon and A. Alfalou, “Pose invariant face
recognition: 3D model from single photo,” Optics
and Lasers in Engineering, vol. 89, pp. 150-161,
Feb. 2017, doi:
https://doi.org/10.1016/j.optlaseng.2016.06.019.

H. Yang and X. A. Wang, “Cascade classifier for

[107]

[108]

[109]

[110]

[111]

[112]

[113]

[114]

[115]

face detection,” Journal of Algorithms &
Computational Technology, vol. 10, no. 3, pp. 187—
197, Jun. 2016, doi:
https://doi.org/10.1177/1748301816649073.

Yousri Ouerhani, Ayman Alfalou, and C. Brosseau,
“Road mark recognition using HOG-SVM and

correlation,” Society of Photo-Optical
Instrumentation Engineers (SPIE) Conference
Series, Aug. 2017, doi:

https://doi.org/10.1117/12.2273304.

Shah, J. H., Sharif, M., Raza, M., & Azeem, A.
(2013). A Survey: Linear and Nonlinear PCA Based
Face Recognition Techniques. Int. Arab J. Inf.
Technol., 10(6), 536-545.

Y. Kortli, M. Jridi, A. A. Falou, and M. Atri, “A
novel face detection approach using local binary
pattern histogram and support vector machine,”
2018 International Conference on Advanced
Systems and Electric Technologies (IC_ASET),
Mar. 2018, doi:
https://doi.org/10.1109/aset.2018.83798209.

T. Napoléon and A. Alfalou, “Pose invariant face
recognition: 3D model from single photo,” Optics
and Lasers in Engineering, vol. 89, pp. 150-161,
Feb. 2017, doi:
https://doi.org/10.1016/j.optlaseng.2016.06.019.

Q. Wang, D. Xiong, A. Alfalou, and C. Brosseau,
“Optical image authentication scheme using dual
polarization decoding configuration,” Optics and
Lasers in Engineering, vol. 112, pp. 151-161, Jan.
2019, doi:
https://doi.org/10.1016/j.optlaseng.2018.09.008.

M. Annalakshmi, S. M. M. Roomi, and A. S.
Naveedh, “A hybrid technique for gender
classification with SLBP and HOG features,”
Cluster Computing, Jan. 2018, doi:
https://doi.org/10.1007/s10586-017-1585-x.

S. Chen, S. Zhong, B. Xue, X. Li, L. Zhao, and C.-I.
Chang, “Iterative Scale-Invariant Feature Transform
for Remote Sensing Image Registration,” vol. 59,
no. 4, pp. 3244-3265, Apr. 2021, doi:
https://doi.org/10.1109/tgrs.2020.30086009.

S. U. Hussain, T. Napoléon, and F. Jurie, “Face
Recognition wusing Local Quantized Patterns,”
hal.science, 2012. https://hal.science/hal-00806104/

F. Smach, J. Miteran, M. Atri, J. Dubois, M. Abid,
and J.-P. Gauthier, “An FPGA-based accelerator for
Fourier Descriptors computing for color object
recognition using SVM,” Journal of Real-Time
Image Processing, vol. 2, no. 4, pp. 249-258, Dec.
2007, doi:  https://doi.org/10.1007/s11554-007-

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2496



[116]

[117]

[118]

[119]

[120]

[121]

[122]

[123]

[124]

0065-6.

Q. Wang, A. Alfalou, and C. Brosseau, ‘“New
perspectives in face correlation research: a tutorial,”
Advances in Optics and Photonics, vol. 9, no. 1, p.

1, Jan. 2017, doi:
https://doi.org/10.1364/a0p.9.000001.

F. Schroff, D. Kalenichenko, and J. Philbin,
“FaceNet: A Unified Embedding for Face
Recognition and Clustering,” WWW.CV-
foundation.org, 2015. https://www.cv-

foundation.org/openaccess/content_cvpr_2015/html
/Schroff_FaceNet_A_Unified_2015 CVPR_paper.h
tml

Thibault Napoléon and Ayman Alfalou, “Local
binary  patterns  preprocessing  for  face
identification/verification using the VanderLugt
correlator,” May 2014, doi:
https://doi.org/10.1117/12.2051267.

“Enhancing Face Identification Using Local Binary
Patterns and K-Nearest Neighbors,” Journal of
Imaging, vol. 3, no. 3, p. 37, Sep. 2017, doi:
https://doi.org/10.3390/jimaging3030037.

Z. Huang, X. Wang, L. Huang, C. Huang, Y. Wei,
and W. Liu, “CCNet: Criss-Cross Attention for
Semantic Segmentation,” openaccess.thecvf.com,
20109.
https://openaccess.thecvf.com/content_ICCV_2019/
html/Huang_CCNet_CrissCross_Attention_for_Se
mantic_Segmentation_ICCV_2019 paper.html

R. Ranjan et al., “Deep Learning for Understanding
Faces: Machines May Be Just as Good, or Better,
than Humans,” IEEE Signal Processing Magazine,
vol. 35, no. 1, pp. 66-83, Jan. 2018, doi:
https://doi.org/10.1109/msp.2017.2764116.

M. Mehdipour Ghazi and H. Kemal Ekenel, “A
Comprehensive Analysis of Deep Learning Based
Representation for Face Recognition,” www.cv-
foundation.org, 2016. https://www.cv-
foundation.org/openaccess/content_cvpr_2016_wor
kshops/w4/html/Ghazi_A_Comprehensive_Analysi
s CVPR_2016_paper.html

G. Hu et al., “When Face Recognition Meets With
Deep Learning: An Evaluation of Convolutional
Neural Networks for Face Recognition,” www.cv-
foundation.org, 2015. https://www.cv-
foundation.org/openaccess/content_iccv_2015_wor
kshops/w11/html/Hu_When_Face Recognition_IC
CV_2015_paper.html.

K. Simonyan and A. Zisserman, ‘“Very Deep
Convolutional Networks for Large-Scale Image
Recognition,” arXiv.org, 2014.

[125]

[126]

[127]

[128]

[129]

[130]

[131]

[132]

[133]

https://arxiv.org/abs/1409.1556

K. He, X. Zhang, S. Ren, and J. Sun, “Deep
Residual Learning for Image Recognition,”
openaccess.thecvf.com, 2016.

https://openaccess.thecvf.com/content_cvpr_2016/h
tml/He_Deep_Residual_Learning_CVPR_2016_pa
per.html

C. Szegedy, S. loffe, V. Vanhoucke, and A. Alemi,
“Inception-v4, Inception-ResNet and the Impact of
Residual Connections on Learning,” Proceedings of
the AAAI Conference on Artificial Intelligence,

vol. 31, no. 1, Feb. 2017,  doi:
https://doi.org/10.1609/aaai.v31i1.11231.
C. Szegedy et al, “Going Deeper With

Convolutions,” Cv-foundation.org, pp. 1-9, 2015,
Available: https://www.cv-
foundation.org/openaccess/content_cvpr_2015/html
/Szegedy_Going_Deeper_With_2015 CVPR_paper
.html

A. Krizhevsky, 1. Sutskever, and G. E. Hinton,
“ImageNet classification with deep convolutional
neural networks,” Communications of the ACM,
vol. 60, no. 6, pp. 84-90, May 2012, doi:
https://doi.org/10.1145/3065386.

S. Ioffe and C. Szegedy, “Batch Normalization:
Accelerating Deep Network Training by Reducing
Internal Covariate Shift,” proceedings.mlr.press,
Jun. 01, 2015.
https://proceedings.mlr.press/v37/ioffel5.html

Y. Sun, D. Liang, X. Wang, and X. Tang,
“DeepIlD3: Face Recognition with Very Deep
Neural Networks,” arXiv.org, 2015.
https://arxiv.org/abs/1502.00873

T.-Y. Lin, A. RoyChowdhury, and S. Maji,
“Bilinear CNN Models for Fine-Grained Visual
Recognition,”  www.cv-foundation.org,  2015.
https://www.cv-
foundation.org/openaccess/content_iccv_2015/html/
Lin_Bilinear_CNN_Models_ICCV_2015 paper.ht
ml

S. Bianco, R. Cadene, L. Celona, and P.
Napoletano, “Benchmark Analysis of
Representative Deep Neural Network

Architectures,” IEEE Access, vol. 6, pp. 64270—
64277, 2018, doi:
https://doi.org/10.1109/access.2018.2877890.

Y. Zhang and W. Deng, “Class-Balanced Training
for Deep Face Recognition,”
openaccess.thecvf.com, 2020.

https://openaccess.thecvf.com/content CVPRW_20
20/html/w48/Zhang_Class-

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2497



[134]

[135]

[136]

[137]

[138]

[139]

[140]

[141]

[142]

[143]

Balanced_Training_for_Deep_Face_Recognition_C
VPRW_2020_paper.html.

C. Hazirbas et al.,, “Casual Conversations v2:
Designing a large consent-driven dataset to measure
algorithmic bias and robustness,” arXiv.org, Nov.
10, 2022. https://arxiv.org/abs/2211.058009.

K. S. Krishnapriya, V. Albiero, K. Vangara, M. C.
King, and K. W. Bowyer, “Issues Related to Face
Recognition Accuracy Varying Based on Race and
Skin Tone,” IEEE Transactions on Technology and
Society, vol. 1, no. 1, pp. 8-20, Mar. 2020, doi:
https://doi.org/10.1109/tts.2020.2974996.

I. K. Tindall, G. J. Curtis, and V. Locke, “Can
anxiety and race interact to influence face-
recognition accuracy? A systematic literature
review,” PLOS ONE, vol. 16, no. 8, p. 0254477,
Aug. 2021, doi:
https://doi.org/10.1371/journal.pone.0254477.

S. Anwarul and S. Dahiya, “A Comprehensive
Review on Face Recognition Methods and Factors
Affecting Facial Recognition Accuracy,” Lecture
Notes in Electrical Engineering, vol. 597, pp. 495-
514, Nov. 2019, doi: https://doi.org/10.1007/978-3-
030-29407-6_36.

S. Z. Li and A. K. Jain, Eds., Handbook of Face
Recognition. London: Springer London, 2011. doi:
https://doi.org/10.1007/978-0-85729-932-1.

Xiaoguang Lu, A. K. Jain, and D. Colbry,
“Matching 2.5D face scans to 3D models,” IEEE
Transactions on Pattern Analysis and Machine
Intelligence, vol. 28, no. 1, pp. 31-43, Jan. 2006,
doi: https://doi.org/10.1109/tpami.2006.15.

V. Blanz and T. Vetter, “Face recognition based on
fitting a 3D morphable model,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol.
25, no. 9, pp. 1063-1074, Sep. 2003, doi:
https://doi.org/10.1109/tpami.2003.1227983.

“Face recognition: Face in video, age invariance,
and facial marks - ProQuest,” www.proquest.com.
https://www.proquest.com/openview/d703425d595
77701b3a5h02be98e973c/17pg-
origsite=gscholar&chl=18750

D. Salama AbdELminaam, A. M. Almansori, M.
Taha, and E. Badr, “A deep facial recognition
system using computational intelligent algorithms,”
PLOS ONE, vol. 15, no. 12, p. e0242269, Dec.
2020, doi:
https://doi.org/10.1371/journal.pone.0242269.

V. Khong, Z. Zeng, L. Fang, and S. Wang, “One-
Shot Face Recognition Based on Multiple

[144]

[145]

[146]

[147]

[148]

[149]

[150]

[151]

[152]

[153]

Classifiers ~ Training,”  Feb. 2021,  doi:

https://doi.org/10.1145/3457682.3457748.

Y. Guo and L. Zhang, “One-shot Face Recognition
by  Promoting  Underrepresented  Classes,”
arXiv.org, Mar. 15, 2018.
https://arxiv.org/abs/1707.05574

Hasan, M. M., Uddin, M. J., Ahmed, K. T., Rabbi,
M. R., Abdullah-Al-Imran, M., & Saha, S. Design
and Develop a One-Shot Learning Face
Recognition System using Deep Convolutional
Network. doi: https://10.9790/1676-1503011624

A. Sabri and Samsul Setumin, “One-Shot Learning
for Facial Sketch Recognition using the Siamese
Convolutional Neural Network,” Apr. 2021, doi:
https://doi.org/10.1109/iscaie51753.2021.9431773.

Z. Ding, Y. Guo, L. Zhang, and Y. Fu, “Generative
One-Shot Face Recognition,” arXiv.org, Sep. 28,
2019. https://arxiv.org/abs/1910.04860

Z. J. Wu and W. Deng, “One-shot deep neural
network for pose and illumination normalization
face recognition,” Jul. 2016, doi:
https://doi.org/10.1109/icme.2016.7552902.

L. Wang, Y. Li, and S. Wang, “Feature Learning for
One-Shot Face Recognition,” Oct. 2018, doi:
https://doi.org/10.1109/icip.2018.8451464.

S. Chanda, A. C. GV, A. Brun, A. Hast, U. Pal, and
D. Doermann, “Face Recognition - A One-Shot
Learning Perspective,” 2019 15th International
Conference on Signal-Image Technology &
Internet-Based Systems (SITIS), Nov. 2019, doi:
https://doi.org/10.1109/sitis.2019.00029.

Y. Zhang, S. Zhang, Y. He, C. Li, C. C. Loy, and Z.
Liu, “One-shot Face Reenactment,”
arXiv:1908.03251 [cs, eess], Aug. 2019, Available:
https://arxiv.org/abs/1908.03251

S. Xiang et al, “One-Shot Identity-Preserving
Portrait Reenactment,” arXiv.org, Apr. 26, 2020.
https://arxiv.org/abs/2004.12452

A. Anisa and Samsul Setumin, “The Performance of
Siamese Neural Network for Face Recognition
using Different Activation Functions,” Mar. 2021,
doi:
https://doi.org/10.1109/ictsa52017.2021.9406549.

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(4), 2473 2498 | 2498



