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Abstract: Legacy systems in data integration are the outdated hardware or software systems acts as the hurdle towards the effective data 

integration operation.  The legacy systems stored their data bases information which are not feasible to link with the recent distributed 

data information integrated system due to its ineffectiveness and compatibility issues.  The new technologies and open standards are not 

easily coping up with the existing legacy systems if it is not handled with proper care.  Most of the past data integration schema dealt 

with these legacy systems which are common in use but they will act as an essential component in the future references.  The existing 

methodologies target towards the integration of legacy data without care about its infrastructure and data classification resulted in failed 

integrated information collections.  This research article proposes a machine learning approach to deal with the legacy systems in 

distributed web information domain with proper machine learning approach with its unique characteristics.  In future this research paper 

will be extended with the implementation of genetic algortihm based distributed web information system. 
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I. Introduction: 

Legacy system: 

A legacy system is outdated computing software and/or 

hardware that are still in use.  The system still meets the 

needs it was originally designed for, but doesn't allow for 

growth. 

Machine Learning: 

Machine Learning is the field of study that gives 

computers the capability to learn without being explicitly 

programmed.  This amazing technology helps computer 

systems learn and improve from experience by 

developing computer programs that can automatically 

access data and perform tasks via predictions and 

detections. 

Heterogeneous data: 

Heterogeneous data are any data with high variability of 

data types and formats.  They are possibly ambiguous 

and low quality due to missing values, high data 

redundancy, and untruthfulness.  It is difficult to 

integrate heterogeneous data to meet the business 

information demands.   

Distributed System: 

A distributed system is a system whose components are 

located on different networked computers, which 

communicate and coordinate their actions by passing 

messages to one another.  Distributed computing is a 

field of computer science that studies distributed 

systems.   

II. Methodology 

There are 5 stages in the proposed methodology for the 

comprehensive approach for data integration in 

distributed web information domain using machine 

learning techniques.  They are, 

Stage-1: Rigid coupling communication 

a. Facilitate communication through middleware entity 

b. Routing and connection service monitoring. 

c. Application & messaging services management. 

d. Communication protocol maintenance. 

Stage-2: Flexi coupling communication 

a. Facilitate communication through face to face mode. 

b. Perform data transfer through mapping. 

c. Queue based message routing. 

Stage-3: Sleeve coupling communication 

a. Facilitate communication through application level. 

b. Data abstraction, automation, and transfer between 

resources.  
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c. Bi direction transfer.  

Stage-4: Muff coupling communication 

a. Facilitate communication through automatic mode. 

b. Map data, database and data warehouse 

c. Transfer and synchronize the data. 

Stage-5: Flange coupling communication 

a. Facilitate communication through cloud based 

services. 

b. Perform integration through framework connectors. 

The proposed methodology of comprehensive approach 

for data integration in legacy systems based distributed 

web information system using machine learning 

techniques is as follows in Fig-1.

 

 

Fig-1: Proposed Comprehensive approach for data integration 

The flow chart for the comprehensive approach for data 

integration in legacy system based distributed web 

information domain using machine learning techniques is 

as follows, 

Start 

Input: Legacy system based web informatics data 

collection for data integration 

Step-1: Identify the coupling level of resources based on 

data complexity in different data formats. 

Select case (Coupling level) 

Case (Rigid):  Goto Step-2; 

Break; 

Case (Flexi):  Goto Step-3; 

Break; 

Case (Sleeve):  Goto Step-4; 

Break; 

Case (Muff):  Goto Step-5; 

Break; 

Case (Flange):  Goto Step-6; 

Break; 

End Select 
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Step-2: Perform Machine learning based Middleware 

communication approach 

Goto Step-7 

Step-3: Perform Machine learning based face to face 

communication approach 

Goto Step-7 

Step-4: Perform Machine learning based application 

level communication approach 

Goto Step-7 

Step-5: Perform Machine learning based automated 

communication approach 

Goto Step-7 

Step-6: Perform Machine learning based cloud based 

communication approach 

Goto Step-7 

Step-7:  Verification and validation 

If all the above are success go to end 

Else go to step-1 

End if 

End 

III. Implementation 

Step-1: Identify the coupling level of resources based on 

data complexity in different data formats. 

The following machine learning based decision making 

tree acts as the supportive logic for identifying the 

coupling level of resources. 

If data complexity level=high and data format 

accessibility=hard then  

       Coupling level=rigid 

Else if data complexity level=low and data format 

accessibility=easy then  

Coupling level=flexi 

If data architecture =supportable then 

Coupling level=application level 

Else if data architecture =modifiable then  

Coupling level=automated 

End if 

If readymade pipeline 

communication=supportable then 

Coupling level=cloud based 

End if 

End if 

Step-2: Perform Machine learning based Middleware 

communication approach 

a. Facilitate communication through middleware 

entity 

The middleware communication focuses on the 

following, 

i. Database communication 

The legacy system databases are managed with proper 

communication tool for machine learning based mapping 

the data formats and establish communication for future 

correspondence.  The tools such as Data grip [7]; Azure 

and tobino etc. are used for valid communication as in 

Fig-2. 

 

Fig-2: Data grip tool for implementation  

ii. Message oriented communication 

The XML based XMPP [8] protocol , message queue 

services and message transmitter are the different tools 

acts as the supporting tool for message oriented 

communication among the legacy systems as in Fig-3. 
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Fig-3: XMPP tool for implementation  

iii. Transaction processing support 

The middleware transactional tools for implementation 

are as follows 

❖ XML, 

❖ REpresentational State Transfer(REST), 

❖ Java Script Object Notation and Simple Object 

Access Protocol 

 These tools are used for maintaining and monitoring the 

transaction among the legacy systems. 

b. Routing and connection service monitoring. 

The routing and connection monitoring process includes 

the following machine learning procedures, 

❖ Identify the route between the source and 

destination using the graph neural networks 

approach of     shortest path method. 

❖ Change and update the routing rule based on 

transaction progress. 

❖ Access the metadata for interface related 

information. 

❖ Monitor the connection until unit data transfer 

completed. 

c. Application & messaging services management. 

The application and messaging services focuses on the 

quality of service with the target performance 

achievement among the legacy systems communication.  

The main functionalities are, 

❖ Detection of Quality of Service(QoS) 

❖ Diagnose the QoS 

❖ Remedy measures 

❖ Report the resulting QoS. 

The tools such as service now, service desk plus, top 

desk [9] etc. are playing the vital role in application 

services management as in fig-4. 

 

Fig-4: Top-desk tool for implementation  
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d. Communication protocol maintenance. 

The set of all rules and policies that defines the 

communicating among the legacy systems plays the vital 

role in effective data integration.  Lab view and micro 

works [10] are the tools used for communication 

protocol maintenance as in fig-5.

 

 Fig-5: Micro works tool for implementation  

Step-3: Perform Machine learning based face to face 

communication approach 

a. Facilitate communication through face to face 

mode. 

Face to face mode communication can be done through 

by writing the customizable code for data 

communication among the legacy systems or establish 

connection through system interface if possible. 

MySQL, SQL server are the tools used for implementing 

the face to face communication. 

b. Perform data transfer through machine learning 

based mapping. 

Data transfer through mapping focuses on the setting up 

of correspondence relation between the data, format, and 

protocols. 

i. Data mapping: 

The machine learning based data format mapping 

includes the following steps: 

Procedure-1: Define data with its frequency and train the 

resultant data. 

Instead of DOB the required field is age with the 

frequency of all records. 

Procedure -2: Match the source and destination fields. 

Source: DOB 

Destination-Age 

Resultant field: Age 

Procedure -3: Test the sample data with proper 

computation. 

If Name=Jindhu and DOB=08/10/2021 then Age=1 as on 

08/10/2022  

Procedure -4: Apply supervised learning for the 

successful test results. 

Age=Integer [(current date-DOB)/365] 

Procedure -5:  Maintain and update the trained data if 

needed. 

Age in terms of years is quotient 365, months is quotient 

12 

ii. Data format mapping 

Data format mapping represents the source and 

destination with the same unique data format 

transformation. 

The DOB format in source legacy system may be 

YYYY/MM/DD and the destination legacy system is 

DD/MM/YYYY then the required conversion is the 

universal format of DD/MM/YYYY for the integrated 

data format mapping.  The process includes the 

extractions of first 4 digits of year and relocates it in the 

7 to 10th position of the destination date data format 

followed by the 6 and 7th with 4 and 5.Finally 9 and 10th 

with 1 and 2nd position in the destination data format. 

2023/08/12 will be converted to 12/08/2023 

iii. Protocols mapping 

The protocol mapping of old TCP/IP protocol for data 

transmission with new Modbus, old HTTP protocol 

Universal access protocol in new IoT based device data 

communication for integration supports the effective data 

integration in legacy systems. 

c. Queue based message routing. 

The micro service architecture based legacy systems uses 

the queue based message routing for data integration 

process.  The machine learning based message routing in 

queue handling mechanism performs the data integration 

task in an effective way.  The functions are as follows, 
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Function-1: Maintain a message buffer with head and tail 

information. 

Function -2:  Train the legacy system data sets for 

message validity using the head information. 

Function -3: Perform the following branching function 

 If the message = request then source head is 

the target 

 Else if message=response then destination tail 

is the target 

 Else if message= error then both are target 

 Else if message=plain info then both are target 

Function -4: Apply supervised learning for the message 

transformation. 

Function -5: Based on head and tail details identify the 

Producer that adds info to the queue and consumer that 

extracts info from the queue. 

Function -6:  Halt the process until Queue length=empty. 

Step-4: Perform Machine learning based application 

level communication approach 

a. Facilitate communication through application level. 

The following processes are involved in this integration 

task, 

i. Identify the application interface for information 

exchange.  

ii. Transform, consolidate, refine, and finally transfer the 

data through application user interface. 

iii. Use semi supervised learning for storing and 

capturing the data formats. 

iv. Handle the exception of downtime and error mapping. 

v. Monitor and report the results to the application 

server. 

b. Data abstraction, automation, and transfer 

between resources.  

The tools such as air byte [11], snowflake, and apache 

Kafka are used for the data abstraction, automation and 

transfer between resources as in fig-6. 

 

Fig-6: Air byte tool for implementation 

c. Bi direction transfer. 

The 2-way flow of communication between the legacy 

systems for information exchange and data integration 

process is required for effective integration.  The IO-

Link wireless protocol plays the vital role in bi 

directional communication between legacy hardware’s 

and software’s. 

Step-5: Perform Machine learning based automated 

communication approach 

a. Facilitate communication through automatic mode. 

The process of integration based on automated database 

integration, data warehouse integration and data lake 

integration with automated synchronization using unified 

user interface with the power of universal data 

modifications.  

b. Map data, database and data warehouse 

The tools used for mapping are amazon redshift, tera 

data vantage [12] and oracle autonomous warehouse as 

in fig-7. 
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Fig-7: Teradata tool for implementation  

c. Transfer and synchronize the data. 

The synchronization of data is essential for efficient data 

integration in the distributed web information domain.  

The tools used for the implementation are sync log [13] 

as in fig-8, auditor, and storage analyzer etc. 

 

Fig-8: Sync log tool for implementation  

Step-6: Perform Machine learning based cloud based 

communication approach 

a. Facilitate communication through cloud based 

services. 

The machine learning based data integration of legacy 

systems can be done through cloud based support by the 

following operations. 

Operation-1: Build the trained framework for handling 

the data. 

The framework acts as the base for data integration. 

Operation-2: Establish communication using the 

connectors. 

The connectors are software tools for data transfer. 

Operation-3: Facilitate the automated cloud tools for 

entire integration. 

The open source is app purchase tools are used for 

implementation. 

b. Perform integration through framework 

connectors. 

The tools used for cloud based legacy systems data 

integration using machine learning approaches are, 

zapier, workato and exalate [14] as in fig-9 etc. 



International Journal of Intelligent Systems and Applications in Engineering  IJISAE, 2023, 11(11s), 488–496  |  495 

 

Fig-9: Exalate tool for implementation  

Step-7: Verification and validation 

Loop back verification and source to source mapping 

along with proof reading are used for validation and 

verification for effective legacy system based data 

integration process. 

 

IV. Results and Discussion 

Consider the legacy system data collection from Kaggle 

standard data set [14] for MS Access and github [15] for 

dbase with a collection of 15 legacy data sources. 

The proposed methodology provides the better results by 

applying the proposed comprehensive legacy system 

based data integration approaches using machine 

learning techniques.   

This research module produces 93% (14 out of 15 legacy 

system data sets) of success rate for the proposed 

comprehensive legacy system based data integration 

approaches using machine learning techniques.   

The comparison metrics for parameter variation between 

existing and proposed methodologies with precision, 

recall etc. are given in Table-1 as follows, 

 

Table-1: Proposed methodology parametric comparisons 

No Approach Accuracy Precision  Recall F1 score value 

1 Data mining based data integration 

approach. 

66% 

0.67 0.68 0.66 

2 Comprehensive approach for data 

integration in legacy system based 

distributed web information domain 

using machine learning techniques. 

93% 0.94 0.92 0.93 

 

The following diagram as in fig-10 shows the execution comparison between the proposed and existing methods in the 

legacy system based data integration process. 
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Fig-10: Proposed vs. existing methodology execution comparisons 

V. Conclusion: 

The legacy system based data integration is the complex 

and nurturing procedure due to its drawbacks of 

inappropriate data and with its relational functionalities.  

The data integration of legacy systems is very essential 

to cope up with the real time data processing system in 

all the recent domains.  

This research module initially concentrates on the 

identification of legacy data systems coupling type such 

as rigid ,flexible, application level, automated and cloud 

based , followed by the different ways of dealing in 

machine learning based coupling and finally with the  

verification and validation procedures.  

The proposed methodology provides 93% of success rate 

when compared with the existing data mining based data 

integration approach which produced only 66% success. 

In future this research methodology extends its way 

through genetic algorithm based implementation towards 

the best data integration approach. 
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