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Abstract: The present research explores into a multidimensional examination of AI-generated piano music, using various techniques that 

incorporates numerous musical measures. Pitch contour analysis, static velocity assessment, harmonic analysis, rhythmic correctness 

quantification with a threshold value, harmonic compatibility, liveliness evaluation, amplitude envelope evaluation, RMS Energy, and 

zero-crossing analysis are all part of the suggested technique. This investigation examines how these variables together help to understand 

the performance and divergence of AI-generated music compared to original works, using MIDI files as the foundation for AI-generated 

compositions. The results are more helpful to identify whether the music is AI generated or human. We give an original perspective on 

evaluating AI-generated music that exceeds existing methodologies, revealing insight on the expanding landscape of artificial creativity in 

music composition by using this complete methodology. 

Keywords: musical measures, musical instrument digital interface, pitch contour analysis, static velocity assessment, harmonic analysis, 
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1. Introduction 

The rise of AI-generated music has been made possible by 

the use of deep learning techniques such as Transformers, 

Generative Adversarial Network (GANs), Variational 

Autoencoders (VAEs) and Generative AI. These algorithms 

may create music by learning from vast datasets of existing 

music and then composing new compositions based on that 

information. The Transformer model, in particular, has 

grown in favour because of its capacity to weigh the 

relevance of various portions of the input and produce 

unified and high-quality music. The employment of these 

models has enormous implications for the music business, 

as they are utilised by composers and producers to make 

music and as a tool for their job. There are an expected more 

original and creative compositions in the future as AI-

generated music develops further. 

Through Meta releasing an open-source alternative called 

MusicGen and Google just making their text-to-music AI, 

MusicLM, the area of AI music is advancing quickly [1][2]. 

Both MusicGen and MusicLM are generative AI models 

that create short music clips based on text input they both 

use machine learning. Utilising userprovided descriptions 

such as "90s rock songs with electric guitar" or "180 bpm 

gabber tracks with microtonal syntqh leads," MusicGen may 

produce 15-second audio pieces [3]. A more sophisticated 

version of MusicGen is capable of creating clips up to 120 

seconds long and recreating specific melodies from 

reference audio files. MusicGen will work hard to realise 

your musical ambitions, whether you want a thrash metal 

cover of My Heart Will Go On or an EDM remix. 

Music evaluation metrics are tools for determining the 

quality of music based on a variety of parameters. These 

measures are crucial because they allow us to more 

objectively evaluate and enjoy music. Music is a type of art 

that is appreciated in many ways by people all over the 

world. It is a cultural activity that takes the shape of 

organised music and is enjoyed by everybody. However, not 

everyone appreciates music for what it is, rather than just 

the sound. Music assessment metrics are required to assist 

individuals in better understanding and evaluating music 

based on its fundamental parts of sound, melody, harmony, 

rhythm, structure or form, expression, and texture. 

Music becoming a rich and multidimensional art form, 

sometimes resists simple categorization or evaluation. It's a 

highly subjective sensation that differs widely amongst 

people [4]. Because of this subjectivity, objectively 

evaluating the quality of music is difficult. Music evaluation 

measures are critical in tackling this issue. Metrics enable us 

to evaluate music in a more consistent and objective manner 

by measuring these characteristics. This is especially useful 

for artists, music producers, reviewers, and listeners who 

want to comprehend and enjoy music in a more 

sophisticated and methodical manner.  

Music evaluation metrics are a helpful teaching tool that 

may help people gain a better knowledge of music [5]. 

These metrics deconstruct music into its constituent aspects, 
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enabling granular examination of sound, melody, harmony, 

rhythm, structure or form, expressiveness, and texture. 

Individuals may better understand the complicated interplay 

that distinguishes each musical composition as they become 

more familiar with these aspects and their significance. This 

awareness not only improves one's capacity to listen 

critically, but it also develops a broader appreciation of 

composers' and performers' pleasing choices. Through the 

prism of evaluation parameters, music, formerly seen as an 

abstract and mystical kind of art, becomes more 

approachable and intelligible.  

One of the main purposes of music assessment metrics is to 

facilitate comparisons between different forms of music. 

Music encompasses a wide range of genres, styles, and 

traditions from all over the world. Evaluating these varied 

musical expressions is necessary for a variety of objectives, 

ranging from determining the best performance in a 

competition to selecting the appropriate music for a certain 

setting, such as a film soundtrack or a marketing campaign. 

Metrics enable us to compare and evaluate the aspects of 

music, assisting us in determining which genre of music is 

best suited to certain criteria or preferences. This 

comparison component of music assessment measures 

allows us to make informed decisions while also 

appreciating the great range of musical creation seen across 

countries and genres. As artists and composers draw 

inspiration from many traditions and genres, it encourages 

cross-pollination and creativity within the musical 

environment. 

2. Related Work 

Bridging the gap between subjective and objective 

assessments is difficult. Subjective assessment takes into 

account the listeners' own tastes and feelings, whereas 

objective evaluation is based on quantitative and 

computational analysis. The difficulty is to strike a balance 

and establish a link between these two approaches. Future 

study might concentrate on creating ways for combining 

these two approaches to give a thorough review [6]. 

It might be difficult to evaluate musical composition using 

hearing testing. The risks associated with these evaluations 

include possible discrepancies in the assessment systems. 

These inconsistencies can appear as a mix-up between 

inquiries about the artistic merits of a musical composition 

and inquiries about the authorship of the composition, 

whether it was written by a human or an AI [7]. 

Both professional and novice musicians have successfully 

integrated the models, the authors have created into their 

musical endeavours. The web interface implemented on 

folkrnn.org offers a more user-friendly approach compared 

to directly executing computer code. Nonetheless, as they 

continue to gain insights into users' preferences and needs, 

our ongoing objective is to enhance the overall usability of 

our system. The researchers observe clear indications of 

users engaging in an interactive quest for creative 

inspiration through the iterative cycle of generating and 

adjusting parameters, exemplifying the system's capacity to 

stimulate creative exploration [8]. It is unclear if machines 

can develop the requisite behavioral goals on their own to 

support artistic performances. 

However, when it comes to autonomy in the context of 

musical creation, a distinct line might be drawn. After being 

properly educated with expert curated material, modern AI 

music generators exhibit the potential to create musical 

compositions on their own without needing constant input 

from programmers [9]. Identifying the musical preferences 

of the users is the only requirement for these systems Scale 

consistency, tone distribution, consecutive pitch repetition, 

rhythm frequency proficiency, rhythm variability, and other 

important metrics are used to assess pitch and rhythm 

features. A variety of musicological objective assessment 

metrics are incorporated into the modern approach to metric 

design, providing a way to evaluate and contrast the output 

produced by musical generation models [10]. These 

measures have undergone empirical experimentation to 

validate them, and the findings show reproducibility. 

3. Dataset 

The dataset was for a type of classical piano music that was 

influenced by Bach, Mozart, Beethoven, Schubert, Dvorak, 

Faure, Haydn, Ravel, Brahms, and Cavini. The decision to 

use a classical piano dataset in the search of sound research 

has a considerable impact on the results and the level of 

quality of the conclusions. We selected to use this classical 

music dataset for a number of compelling reasons -  

Depth and completeness of the data, the dataset includes 

several MIDI (Musical Instrument Digital Interface) files 

for each of the 10 great classical composers and 330 MIDI 

files in total. These labels include details regarding the 

timing of each note, the instrument that plays it, and the 

note's place within the metrical structure of the musical 

composition. These annotations are produced using a 

technique called dynamic temporal warping, which aligns 

musical notation with audio. 

This ensures that the model will not underfit due to the lack 

of data. Primary reason to use MIDI sequencing files over 

audio was Compactness and Interpretability. MIDI is an 

industry-standard format which supports various digital 

audio workstations and using a MIDI data set would ensure 

that the dynamics, harmonic and rhythmic information is 

extractable more conveniently than using audio data. 

MusicNet, a site that provides a comprehensive diverse 

library of classical music, is made possible by the 

cooperation of numerous sources, including the Isabella 

Stewart Gardner Museum, the European Archive, and 

Musopen. It was created with assistance from the CIFAR 
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initiative "Learning in Machines and Brains" and the 

Washington Research Foundation Fund for Innovation in 

Data-Intensive Discovery. 

4. Data Preprocessing 

In the proposed work, Visualization is performed on the 

notes in MIDI samples using the music21 library as part of 

our data processing methodology. To find anomalies, notes' 

distribution were plotted, computed their average 

frequency, and built a count dictionary to identify unique 

notes. To ensure a streamlined dataset, a list is created for 

unusual notes (occurring less than 100 times) and removed 

them. This thorough preparation improves the quality of the 

dataset for later research phases and lays the groundwork for 

in-depth analysis. 

5. Proposed Work 

The proposed work is focused to provide the metrics which 

helps to identify the AI generated Music and the Humans. 

Also, discussed the major lacking points of the AI generated 

music in the metrics.  

We have chosen to use Long Short Term Memory (LSTM) 

models rather than Recurrent Neural Networks (RNNs) in 

our approach to music production. This decision was made 

since it was determined that LSTM models were more 

effective for the task. LSTM models perform better in these 

areas than RNNs, which have difficulty acquiring long-

range relationships and keeping contextual information 

inside musical sequences [16].  

Understanding that music frequently incorporates complex 

patterns and structures that extend across time led to the 

choice of using LSTM models in music creation. RNNs 

frequently experience the vanishing gradient problem, 

which makes it difficult for them to accurately detect these 

long-term relationships. LSTMs are more proficient at 

retaining the contextual details and dependencies inherent in 

musical compositions because they have memory cells that 

enable them to remember and use information from earlier 

time steps.  

To improve the quality and consistency of the created music 

by utilising LSTM models with MIDI files, guaranteeing 

that it catches the delicate interaction of musical parts across 

lengthy periods. The advantage of making use of LSTM for 

the generation of music is listed below - 

1) LSTM excels at retaining complex relationships and 

functional harmony in musical compositions, resulting in 

more relevant and harmonically rich music generation. 

2) LSTM effectively addresses the vanishing gradient 

problem, which is a limitation of standard RNNs, ensuring 

better learning of long-term dependencies in music 

sequences. 

3) LSTM networks offer superior parallelization capabilities 

during training, significantly speeding up the training 

process. This allows for the exploration of larger and more 

complex models, leading to improved generative 

capabilities and the production of high-quality music. 

 Fig. 1.  Low Level Architecture of predicting the notes 

from the MIDI File using LSTM 

The process to train the model on the MIDI file to generate 

the music using LSTM is provided in the Fig 1. The data 

processing is performed on the MIDI file like normalization 

and other processing task to prepare the file. Then the 

features are extracted. After that, the features are provided 

to the LSTM Encoder and Decoder.  Then the final Output 

Audio File is generated. 

In the implementation of our research work, the essential 

library in Python played a central role, providing a 

comprehensive set of functions for efficient audio analysis 

and processing. Because of its adaptability, feature 

extraction was done smoothly and fine-tuned parameters 

could be adjusted. Although we also utilized librosa for 

extra analysis, the library's efficiency made it the first pick. 

The wide range of capability offered by Essentia was 

essential in guaranteeing precise and efficient outcomes for 

our analysis of audio data. 

5.1. Pitch Contour 

First, The features like pitch onset, melodic contour and note 

duration can be measured through a pitch contour analysis. 

This is essential because a human made melody would 

contain several subdivisions with some ebb and flow in the 

melody to invoke the desired emotion. This is to check if all 

the notes of the melody generated are of the same length 

thereby making it robotic without any emotional intent. 

Pitch onset detection can be done with pitch contour 
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analysis. This refers to the point at which a musical note or 

speech sound begins. It is usually measured in terms of the 

starting frequency. 

Melodic Contour can be extracted with Pitch Contour 

analysis to determine the shape or pattern formed by the 

pitch changes in a melody. It can be ascending, descending, 

cascading, undulating or have various other shapes, which 

contribute significantly to the emotional intent of the music.  

Note Duration indicates how long a particular note or sound 

is held. This parameter can also impact the emotional 

expression in the music. Long sustained notes may be 

played to have more intervallic expression compared to 

staccato ones. Note Duration is also essential in determining 

the structure of a song(verse, chorus, etudes etc). 

5.2. Amplitude Envelope 

This is to see if dynamically all the notes have the same 

value, this is a key feature that separates human made music 

from an AI. The shift in the velocity for intended notes is 

done to put emphasis on that particular interval to invoke a 

desired emotion. If the true peak of all the transients are the 

same that means there is no dynamicity in the ai generated 

melody. 

Human made music often exhibits a wide dynamic range. 

This means that there are variations in volume throughout 

the composition, which can enhance the emotional impact 

and create a more natural and engaging listening experience. 

AI generated music should be able to mimic this dynamic 

range. If all notes have the same consistent amplitude 

throughout the composition, it may sound monotonous and 

lack the expressiveness and emotional intent in human made 

music.  

Having a consistent peak amplitude for all transients in AI 

generated music could result in a lack of articulation and 

realism. Human-made music often features nuanced 

variations in transient amplitudes to simulate the natural 

sound of instruments. 

An audio engineer evaluating AI-generated music will pay 

close attention to the amplitude envelope to determine if it 

exhibits the desired dynamics, emotional expressiveness 

and articulations. Emulating this can help bridge the gap 

between AI-generated music and music created by 

composers. 

5.3. RMS Energy 

The evaluation of the AI-generated tunes obtained from 

training on a classical piano dataset relies heavily on RMS 

Energy analysis. This study is important for evaluating the 

composition's energy changes over time and its melodic 

development. Likewise, it is crucial in determining the 

structural components of the resulting work, such as etudes.  

In the field of music creation, audio engineers find the 

examination of RMS energy to be especially useful. 

Engineers can successfully maintain a pleasant and well-

balanced mix by closely examining the RMS levels of the 

AI-generated piano melody in relation to other musical 

instruments or compositional elements. This analysis gives 

them the ability to change the mix as needed, ensuring that 

no one instrument or section dominates the others and 

maintaining the desired musical aesthetics. 

Etudes are compositions in the classical music genre that are 

heavily focused on exercises and technical obstacles. 

Finding particular sections of the AI-generated tune that can 

present performers with technical difficulties can be done by 

looking at the RMS energy. With the use of this important 

information, engineers may work with composers to 

improve key passages, ensuring that they not only fit the 

musical concept but are also technically feasible, improving 

the composition's overall quality and performance. 

5.4. Zero Crossing Rate 

This gives us a rough indicator of noise and pitch variations. 

More the zero crossing rate higher the pitch and vice versa. 

In Pitch Variation, ZCR can provide a rough indicator of 

pitch variation within an audio signal. In general, audio 

signals with a higher pitch tend to have a higher ZCR 

because the waveform crosses the zero point more 

frequently due to the rapid oscillations associated with high-

pitched sounds. The basic tool for assessing the pitch 

characteristics of audio signals, although more sophisticated 

pitch analysis methods are often employed for precise pitch 

determination. 

5.5. Chromogram 

The classical piece should fill out the whole spectral 

frequency ranging from the lowest octave C0 to the highest 

one C6. A chromagram will aid in the visual representation 

of the audio generated thereby showing if the piece sounds 

complete or a subset of the whole piece.  

For classical music or any genre that requires a broad range 

of frequencies, a chromagram can help verify if the 

composition adequately covers the entire frequency 

spectrum, from the lowest octave[C0] to the highest 

one[C6].This ensures that no crucial musical elements are 

missing, especially in classical music where various 

instruments cover a wide range. 

For Completeness Assessment, a chromagram can serve as 

a visual representation of the tonal content of a piece of 

music. If some pitch classes are consistently absent or 

underrepresented, it may indicate that the composition is not 

filling out the entire spectrum as expected. 

In classical music, different instruments and sections of the 

orchestra play specific roles, each contributing to the overall 

sonic spectrum. An analysis of the chromagram can reveal 

which instruments or sections are contributing to which 
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pitch classes. An audio engineer can compare the 

chromagram of AI-generated music to that of reference 

pieces composed by humans. This comparison can reveal 

differences in tonal distribution, harmonic complexity, and 

completeness, helping to fine-tune the AI-generated music 

for better alignment with human-created works. 

6. Result and Discussion 

In order to determine whether AI-generated music has the 

dynamics and quality of a human-generated melody, we will 

attempt to identify the AI-generated music based on the 

metrics. Also, to determine how the generated melody might 

be improved upon and identified, we have compared it to a 

human-made melody using graphs and plots, utilizing the 

metrics included in the proposed approach. 

 

Fig. 2.  Pitch Contour Analysis on the AI generated music 

(Left) and the Human generated music(Right) 

Fig. 2, shows a thorough examination of the AI-generated 

music file's pitch contours, whereas the second shows a 

comparable analysis of a piece of music written by a human. 

Notably, when contrasting these two approaches, a crucial 

discrepancy becomes apparent. 

The pitch contour in the AI-generated music file shows 

some visual unpredictability in the flow of the pitch. This 

contrast draws attention to the distinctiveness of AI-

generated compositions, where the melodic structure may 

differ from those created by humans. The accuracy of the 

melody contour, as seen in Figure 1, highlights the AI's 

ability to discover unusual musical pathways. 

The human-composed music file's pitch contour analysis 

demonstrates that the melodic transitions have a better level 

of consistency and coherence. The human-composed audio 

file's closeness of contours shows a planned and organized 

change from one part of the composition to another. This 

feature emphasizes how human-composed music has a 

unique structural character and how transitions are 

frequently influenced by creative purpose and conventional 

music practices. 

 

Fig. 3.  Chromagram results on the AI generated music 

(Left) and the Human generated music (Right) 

Figure 3 shows a chromagram of an AI-generated music 

file, whereas Figure 4 shows a chromagram of a piece of 

music composed by a human composer. When contrasting 

these two representations, a noteworthy and distinctive 

feature becomes apparent.  

The broad covering of the frequency spectrum is a 

prominent aspect of the chromagram in the case of the 

humancomposed music file, as shown in figure 4. 

Throughout the whole file, this coverage remains constant. 

This feature emphasizes how human composers are capable 

of writing music that makes use of a wide variety of 

frequencies, adding to a full and varied aural experience. 

 

Fig. 4.  Amplitude Envelope result on the AI generated 

music (Bottom) and the Human generated music (Top) 

The human-composed music file's potential to demonstrate 

a greater dynamic range and amplitude variability is clearly 

demonstrated by the amplitude envelope analysis. In Fig. 4., 

the AI-generated audio file, on the other hand, displays a 

striking consistency in amplitude, indicating the need for a 

more thorough training method that takes into account a 

wider range of characteristics.  

The diverse velocity patterns that may express emotional 

intent and preserve contextual relevance across multiple 

musical styles and genres must be included in order to give 

the AI-generated compositions more expressiveness and 

emotional resonance. The apparent absence of melodic 

movement and structural coherence in the AI-generated 

track highlights its existing limits and highlights the need 

for more enhancement and diversity in the training approach 

and dataset. 
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Fig. 5.  RMS energy result on the AI generated music 

(Top) and Human generated music (Bottom) 

In Fig. 5, The density in the rms energy for the human 

composed music is varied and noticeable while there isn’t 

any much difference in the energy levels of an ai generated 

music piece. This helps us evaluate the lack of excitement 

generated by the AI. Comparing RMS energy can provide 

insights into the dynamic range of the audio. A larger 

difference in RMS energy between the quietest and loudest 

parts of an audio file indicates a wider dynamic range. 

 

Fig. 6.  Zero Crossing Rate results on the AI generated 

music (Top) and Human generated music (Bottom) 

In Fig. 6, we can observe values of ZCR in the human 

composed music are wider in range compared to the ai 

generated piece indicating more complexity and variation. 

Human composed music has more discernible motifs and 

recurring patterns making the structure more memorable 

while ai generated music lacks it. Zero crossing rate serves 

as a basic descriptor in music analysis, offering insights into 

aspects of timbre, transients, and potential genre 

characteristics. 

 

Fig. 7.  Temporal Frequency results on the AI generated 

music (Left) and the Human generated music (Right) 

In Fig.7, The temporal frequency is a measure of how 

quickly events occur in time, and in the context of music, it 

corresponds to the perceived beat or tempo. Higher points 

on the y-axis indicate higher temporal frequencies or faster 

beats, while lower points represent slower beats. In complex 

music pieces, you may observe multiple peaks or lines at 

various temporal frequencies in the tempogram. These 

multiple peaks can indicate the presence of multiple 

rhythmic patterns or tempo changes within the music. 

 

 

Fig. 8.  Recurrence matrix results on the AI generated 

music (Top) and the Human generated music (Bottom) 
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In Fig. 8., lag_pad, denoting the lag representation with 

padding, incorporates zero-padding to maintain uniform 

dimensions across all elements, while lag_nopad, 

representing the lag without padding, may exhibit shorter 

dimensions. These lag representations serve a valuable 

purpose in discerning temporal connections within musical 

events, facilitating the analysis of patterns' repetition 

intervals. Notably, this allows us to distinguish the 

dispersion of patterns in AI-generated music, in contrast to 

the recurring motifs observed in compositions by human 

musicians. 

 

Fig. 9.  Onset Detection/ True peak results on the AI 

generated music (Left) and the Human generated music 

(R) 

In order to identify the temporal occurrences that signify 

major musical events or note attacks, onset detection 

techniques are essential. In comparison to AI-generated 

compositions, human-composed music has a unique 

advantage due to the frequency of onsets and the 

subdivisions of these onsets. In Fig.9., the temporal intervals 

between subsequent onsets are where this difference in 

rhythmic intensity is most noticeable. Human-created music 

tends to have a more complex and dynamic rhythmic 

structure, whereas AI-generated music tends to have a 

subdued rhythmic profile. 

7. Conclusion 

This research has shed light on the fascinating area of AI 

generated music and has undertaken a critical and thorough 

examination of its limitations. Through a comprehensive 

metrics evaluation, we have discerned several key insights. 

We used features like chromagram, Amplitude Envelope, 

Zero Crossing Rate and RootMeanSquare Energy to 

determine the dynamicity, completeness and 

unpredictability of AI generated audio file and how those 

aspects can be more elevated and made nuanced. The 

evaluation metrics above form a better basis for judgement 

while comparing the competence and richness of an AI 

generated music sample compared to the traditional 

evaluation metrics which involves a lot of mathematics and 

less graphical representation to make the required 

deductions. The idea that "the little imperfections are where 

the creativity lies" in music refers to the belief that it's often 

the subtle nuances, quirks, and deviations from perfection 

that make a piece of music uniquely expressive and 

captivating. 

However, it is important to acknowledge the strides that AI 

has made in democratising music production, offering new 

avenues for collaboration between humans and machines, 

and serving as a source of inspiration for human artists. The 

integration of AI tools in the creative process is an exciting 

and evolving area that holds great potential. 

8. Future Scope 

The current state of AI-generated music is undeniably 

promising, showcasing remarkable advancements in 

machine learning and creativity. However, it still falls short 

in replicating several crucial facets of professional 

musicianship. A noticeable limitation lies in the lack of 

semantic context over longer musical durations. AI-

generated compositions often lack the repetition of motifs 

or licks that serve as signature elements in making a musical 

piece truly memorable. What sets human music apart is its 

dynamic and unquantized nature, which imparts a sense of 

realism and liveliness. Human musicians make specific 

intervallic choices to evoke emotions, creating a profound 

connection between music and the listener. This subtlety of 

emotion-driven music composition remains a complex 

challenge for AI systems to master fully. 
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