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Abstract: This paper receives recent advancements in Machine learning (ML) and Deep Learning (DL) approaches applied to mental 

health diagnosis over the past years. We examine a range of techniques, including Supervised and Unsupervised learning, Natural 

Language Processing (NLP), and image recognition in neuroimaging. The review encompasses various data sources, such as electronic 

health records, social media and wearable sensor outputs, targeting diagnoses of depression, anxiety, bipolar disorder, schizophrenia, 

PTSD, anorexia nervosa and ADHD. The analysis explores the use of various machine learning (ML) models such as support vector 

machines, decision trees, random forests and ensemble methods. Findings also includes deep learning models such as CNNs, RNNs, 

transformer-based models, have been applied to multi-modal data such as texts, speech and image data to extract meaningful features and 

patterns that are indicative of mental health conditions. This review concludes by discussing implications of integrating ML and DL 

approaches into clinical practice, emphasizing the importance of interdisciplinary collaboration among data scientists and mental health 

professionals. 
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1. Introduction 

Mental health disorders represent a significant global health 

burden, affecting individuals across all age groups and societies. 

According to the WHO, approximately 1 in 8 people worldwide 

live with a mental disorder, with depression and anxiety disorders 

being the most prevalent. Traditional diagnostic methods often 

rely on clinical interviews and subjective assessment tools, which 

can be time-consuming and prone to human error. In response to 

these challenges, there has been a surge in research focusing on 

the application of machine learning (ML) and deep learning (DL) 

to improve the accuracy and efficiency of mental health 

diagnoses.  

 

Recent advancements in deep learning have improved the 

classification of Autism Spectrum Disorder (ASD) using 

neuroimaging data. A new deep learning architecture in [1], 

tested on the ABIDE I dataset with rs-fMRI scans, achieved a 

72.46% classification accuracy by leveraging functional 

connectivity (FC) features. This method outperformed existing 

approaches, highlighting its potential to enhance ASD diagnosis 

through advanced neuroimaging and deep learning techniques. 

This article [2] provides a detailed comparative analysis of 

current wearable and handheld safety devices, evaluating them 

based on factors like power efficiency, weight, affordability, and 

user experience. In the context of developing wearables for 

mental health diagnosis, ensuring user comfort, affordability, and 

seamless integration into daily life is crucial. While smart 

wearables have advanced in worker safety, similar challenges 

exist in mental health applications, such as the need for non-

intrusive, cost-effective devices. The insights from wearable 

technology in industrial settings highlight the importance of 

designing mental health wearables that are power-efficient, 

lightweight, and user-friendly, ensuring they can be effectively 

incorporated into everyday use for accurate and continuous 

mental health monitoring. 

 

Magnetic Resonance Imaging (MRI) is vital for disease diagnosis 

and treatment, but artefacts and noise can degrade image quality. 

To address this, a new hybrid noise reduction framework is 

proposed in [3], combining wavelet transform, exponential 

function thresholding optimized by a Genetic algorithm, and the 

Wiener filter. This method enhances robustness against various 

noise types, such as Gaussian and Rician noise. Performance 

measures like Mean Square Error (MSE) and Peak Signal-to-

Noise Ratio (PSNR) indicate that the proposed approach 

outperforms existing methods, providing clearer MR images with 

better noise reduction and less blurring. 
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2. Literature Studies of methodologies 

2.1.  Methods for Schizophrenia Prediction 

   A Spatial Sequence Attention Network (SSAN), a 

sequence-based spatial attention mechanism, that captures fine-

grained patterns in brain structures from structural MRI data that 

are indicative of schizophrenia [4]. By leveraging transfer 

learning with pre-trained DenseNet to extract initial feature maps, 

the SSA enhances these features to capture detailed spatial 

interactions within the brain. Experimental results on a clinical 

dataset show that this approach surpasses existing methods, such 

as SqueezeNet, includes an accuracy of 87%, an increase of 10% 

over baseline methods, with an area under the receiver operating 

characteristic curve (AUROC) reaching 0.85.  

 

A different approach by [5] explores using temporal patterns in 

motor activity data. From 22 schizophrenia patients and 32 

controls over an average of 12.7 days, the research evaluates the 

impact of various temporal segmentations on classification 

performance. Sixteen statistical features are extracted and tested 

across seven ML models. It achieves an AUC-ROC of 0.98 and 

an F1 score of 0.93 when using segmentation. The findings 

suggest that a day-night partitioning approach is effective for 

schizophrenia classification.  

 

[6] focuses on improving schizophrenia diagnosis using deep 

learning and EEG brain recordings. Spectrograms were extracted 

from EEG signals, and a convolutional neural network (CNN) 

was used for initial diagnosis. Two synthetic datasets were 

generated using Wasserstein GAN with Gradient Penalty 

(WGAN-GP) and Variational Autoencoder (VAE) to enhance the 

original dataset and mitigate overfitting. The VAE-augmented 

dataset improved accuracy to 99.0% and demonstrated faster 

convergence. The study also utilized Local Interpretable Model-

agnostic Explanations (LIME) to improve trust in the model by 

identifying  

key features in the diagnosis process. 

 

 [7] focuses on enhancing brain disorder prediction accuracy by 

examining disconnected subnetworks and graph structures related 

to schizophrenia. It introduces the structural connectivity-deep 

graph neural network (sc-DGNN) model, which outperforms 

traditional machine learning (ML) and deep learning (DL) 

methods. Utilizing diffusion magnetic resonance imaging (dMRI) 

data from eighty-eight subjects, the sc-DGNN model achieved a 

93% accuracy rate in classifying schizophrenia, compared to 72% 

accuracy with linear discriminant analysis (LDA) in ML models.  

2.2. Methods for Depression and Anxiety Detection 

   [8] addresses the challenge of detecting depression and 

anxiety in Twitter users through textual data. It proposes using 

Bidirectional Long Short-Term Memory (BiLSTM) networks, 

 

 

                  Fig.1. Flowchart of Methodology 
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which improve upon traditional Long Short-Term Memory 

(LSTM) networks by reading text in both directions, capturing 

more context and meaning. The BiLSTM model outperforms 

standard LSTMs and traditional machine learning models, 

achieving a high accuracy of 94.12% in identifying users with 

potential depression and anxiety. 

 

[9] introduces the Depression and Anxiety Predictor (DAP), a 

multi-layer perceptron model designed to track and predict 

anxiety and depression trends during the emergency. Utilizing a 

dataset that tracked mental health symptoms weekly over ten 

weeks during the initial wave of the pandemic, the model 

analyzes patterns in a diverse cohort of U.S. adults. DAP 

provides insights into how demographic factors, behavioural 

changes, and social determinants interact with mental health 

during crises. 

 

[10] explores using deep learning (DL) models to identify 

geriatric depression and anxiety by analyzing time-series data 

from consumer-grade wrist-worn activity trackers. It aims to 

provide a more precise and cost-effective alternative to traditional 

self-reported assessments and costly diagnostic methods. The DL 

model processes both time-series data (step counts and sleep 

stages) and minimal assessment scores for multi-label 

classification of depression and anxiety. Various models, 

including Convolutional Neural Networks (CNN), Long Short-

Term Memory (LSTM), and Residual Networks (ResNet), were 

tested. The ResNet model achieved notable results with a 

Hamming loss score of 0.0946, demonstrating the effectiveness 

of the approach. This study is the first to develop a mixed-input 

DL model for identifying late-life depression and anxiety using 

activity tracking data, highlighting the potential for improving 

mental health diagnosis in older adults. 

 

[11] introduces PupilSense, a mobile system that uses deep 

learning to track pupillary responses through smartphone 

interactions to detect depressive episodes. They developed three 

models, with the top-performing one achieving an AUROC of 

0.71. This model outperformed individual sensor-based models 

(Bluetooth, Calls, GPS, Steps) and surpassed a smartphone facial 

image-based depression detection system with a balanced 

accuracy of 60%. Additionally, it performed better than a recent 

wearable data-based depression model with an F1 score of 0.68.  

 

2.3. Methods for Bipolar Disorder Detection 

  [12] introduces a novel multimodal fusion approach 

that combines brain structural magnetic resonance imaging 

(sMRI) scans with DNA whole-exome sequencing (WES) data to 

improve detection rates. The research analyzed data from 321 

East Asian participants: 147 with MDD, 78 with BD, and 96 

healthy controls. Six fusion models were developed and tested 

using popular deep learning and machine learning frameworks 

like Vision Transformer (ViT), Inception-V3, ResNet50, 

XGBoost, and LightGBM, with a 10-fold cross-validation for 

model validation. The most effective model, ViT ⊕ XGBoost, 

utilized MRI scans, genomic Single Nucleotide Polymorphism 

(SNP) data, and unweighted polygenic risk scores (PRS). This 

model showed a significant improvement in performance, with a 

32.03% increase in the area under the curve (AUC) and a 25.14% 

increase in accuracy over SNP-only models, and an 8.19% AUC 

and 13.28% accuracy increase compared to image-only models. 

 

[13] aims to analyse the unique linguistic characteristics of posts 

in mental disorder subreddits and compare them with posts in 

subreddits unrelated to mental illness to validate their 

distinctiveness. The research collected 3,133,509 Reddit posts 

from 919,722 users. Linguistic Inquiry and Word Count (LIWC) 

software, along with 1-way ANOVA and post hoc tests, were 

used for statistical analysis to identify sentiment differences in 

various lexical features. Textual features were extracted using 

Bidirectional Encoder Representations from Transformers 

(BERT) to perform supervised and unsupervised clustering. 

Clustering methods using BERT embeddings highlighted 

distinctive features for each subreddit group, with Davies-

Bouldin scores ranging from 0.222 to 0.397 and silhouette scores 

from 0.639 to 0.803 for supervised clustering, and scores of 1.638 

and 0.729, respectively, for unsupervised clustering. 

 

2.4. Methods for Post-Traumatic Stress Disorder Detection 

  Post-traumatic stress disorder (PTSD) is a mental 

disorder that can develop after experiencing or witnessing 

extremely traumatic events, affecting individuals of all ethnicities 

and cultures. Traditional diagnostic methods, such as the 

Clinician-Administered PTSD Scale (CAPS) and the PTSD 

Check List for Civilians (PCL-C), rely on questionnaires that can 

be manipulated by the respondents' answers.  

 

 [14] introduces a deep learning-based approach to detect PTSD 

using audio recordings from clinical interviews. By extracting 

low-level Mel-frequency cepstral coefficients (MFCC) features 

from the audio and applying high-level learning with a Stochastic 

Transformer, the proposed method achieves state-of-the-art 

performance. Specifically, the approach attained a root mean 

square error (RMSE) of 2.92 on the eDAIC dataset, leveraging 

stochastic depth, stochastic deep learning layers, and a stochastic 

activation function to enhance accuracy. 

 

[15] explores the ability of the Med-PaLM 2 large language 

model (LLM), which is trained on extensive medical knowledge, 

to predict psychiatric functioning from patient interviews and 

clinical descriptions without specific training for these tasks. The 

research examined 145 depression assessments, 115 PTSD 

assessments, and 46 clinical case studies of various high-

prevalence disorders, including depressive, anxiety, psychotic, 

trauma and stress-related, and addictive disorders. By utilizing 

prompts to extract estimated clinical scores and diagnoses, it was 

found that Med-PaLM 2 can effectively assess psychiatric 

functioning across multiple conditions. The model demonstrated 

its strongest performance in predicting depression scores based 

on standardized assessments, achieving an accuracy range of 0.80 

to 0.84, which is statistically comparable to human clinical 

ratters. The findings suggest that general clinical language 

models hold promise for predicting psychiatric risk through 

descriptions of functioning provided by both patients and 

clinicians. 

 

2.5. Methods for Anorexia Nervosa Detection 

   [16] developed a therapeutic diagnostic tool based on 

sentiment analysis specifically for diagnosing anorexia nervosa. 
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They used a dataset consisting of 44 anorexic and 52 healthy girls 

aged 12 to 18. Their approach involved analyzing patients' 

statements about their bodies using sentiment analysis methods 

based on Recurrent Neural Networks (RNN) and a dictionary-

based sentiment analysis. Their study found that the RNN method 

achieved a 72% effectiveness rate in diagnosing anorexia, 

outperforming other methods. 

 

[17] utilized data from the CLEF eRisk 2018 challenge (Task 2) 

to detect signs of anorexia nervosa from textual data. They 

applied various classification methods, including AdaBoost, 

Logistic Regression (LR), Random Forest (RF), and Support 

Vector Machines (SVM), to validate and combine Bag of Words 

(BOW) and Unified Medical Language System (UMLS) features. 

Among these, SVM showed superior performance on BOW 

features with a precision of 0.97, Recall of 0.98, and an F-

measure of 0.98. For UMLS features, SVM also performed well 

but with a lower F-measure of 0.55. When combining BOW and 

UMLS features, the AdaBoost classifier outperformed others with 

an F-measure of 0.47. 

 

[18] conducted a study using genome genotyping data from 390 

anorexia patients and 9,266 non-anorexic patients to predict the 

risk of anorexia nervosa. They split their dataset randomly into 

training and test sets and compared the performance of Logistic 

Regression (LR), SVM, and Gradient Boosting Trees. This 

comparison aimed to assess the effectiveness of these models in 

predicting anorexia risk. 

 

Transfer learning was applied to diagnose anorexia nervosa using 

Deep Neural Networks (DNNs) and transformer-based models 

with Spanish tweets. The Spanish Anorexia Detection (SAD) 

dataset was utilized for model evaluation. While no significant 

difference was noted in the DNN model, Convolutional Neural 

Networks (CNN) slightly outperformed Long Short-Term 

Memory (LSTM) and Bidirectional LSTM (BiLSTM). Among 

the transformer-based models, the BETO model achieved the best 

performance with an F1-Score of 94.1% [19]. 

 

2.6. Approaches for Attention Deficit Hyperactivity Disorder 

(ADHD) Detection 

  Neurodevelopmental disorders (NDD), including 

Intellectual Disability, ADHD, and Autism Spectrum Disorder, 

often involve attention deficits due to sensory system 

dysfunctions. These deficits negatively impact the quality of life 

and the ability to apply knowledge in different situations. Given 

the interactive nature of virtual reality (VR), it has emerged as a 

beneficial tool for learning and rehabilitation in NDD individuals.  

[20] studied, a VR application named Wildcard, previously used 

to improve attention skills in NDD participants, was redesigned 

to incorporate eye-tracking technology for more precise 

interactions. A four-week experiment with 38 NDD participants 

was conducted to assess the application's usability and 

effectiveness in enhancing visual attention skills. The results 

demonstrated the application's effectiveness, supporting the 

potential of VR and eye-tracking technologies in NDD 

interventions. 

 

Diagnosing Autism Spectrum Disorder (ASD) can be challenging 

due to its strong comorbid similarities with other 

neurodevelopmental disorders (NDDs), like ADHD. To address 

this issue, a novel framework called OpenNDD was developed 

by, [21] for open set recognition to aid in ASD diagnosis. This 

framework combines autoencoder and adversarial reciprocal 

points learning to differentiate between known and unknown 

classes, enhancing the accuracy of ASD identification. 

Additionally, a joint scaling method using MinMax scaling and 

Standardization (MMS) was introduced to improve class 

differentiation. Experiments conducted on hybrid datasets from 

the Autism Brain Imaging Data Exchange I (ABIDE I) and 

ADHD-200 samples, totalling 791 samples from four sites, 

demonstrated the effectiveness of OpenNDD. The framework 

achieved an accuracy of 77.38%, an AUROC of 75.53%, and an 

open set classification rate of 59.43%, showcasing its promising 

performance in distinguishing ASD from other NDDs. 

 

ADHD is common in younger populations but can be difficult to 

diagnose due to symptom overlap with other disorders like 

depression and conduct disorder. [22] explores advanced machine 

learning techniques to improve ADHD diagnosis using the 

ADHD200 dataset. The research involves applying various 

machine learning methods, including neural networks and support 

vector machines (SVMs), to classify ADHD based on phenotypic 

data and functional MRI connectivity. The SVM model, used for 

multiclass classification on phenotypic data, outperformed other 

supervised learning methods such as Logistic Regression and 

KNN. Neural networks were employed on MRI data from 40 

subjects to achieve high accuracy without prior neuroscience 

knowledge. An ensemble technique combining the phenotypic 

classifier with the neural network model was developed and 

tested on 400 subjects from the ADHD200 dataset. This ensemble 

approach achieved a binary classification accuracy of 92.5%, 

with training and testing accuracies reaching up to 99%. 

3. Results and Discussions 

  The advancements in ML and DL approaches have 

significantly improved the accuracy and efficiency of mental 

health diagnosis across various disorders. These methods provide 

a promising alternative to traditional diagnostic techniques, 

offering non-invasive, cost-effective, and scalable solutions. 

However, challenges remain, including the need for large, diverse 

datasets, addressing biases in models, and ensuring the ethical use 

of data. Future research should focus on integrating multimodal 

data sources, developing interpretable models, and validating 

these approaches in real-world clinical settings to enhance their 

applicability and reliability. 

4. Conclusion 

  This review emphasizes the advancements in machine 

learning (ML) and deep learning (DL) for diagnosing and 

predicting mental health disorders such as schizophrenia, 

depression, anxiety, bipolar disorder, post-traumatic stress 

disorder (PTSD), anorexia nervosa, and attention deficit 

hyperactivity disorder (ADHD). These studies illustrate the 

potential of AI-driven diagnostics to enhance the accuracy and 

accessibility of mental health assessments. Future research should 

aim to refine these models, explore new data sources, and ensure 

the ethical use of AI in mental health care, ultimately improving 

outcomes for patients and healthcare providers. 
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