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Abstract: Large Language Models (LLMs) have revolutionized natural language processing and AI-driven 

applications. This paper explores the design and implementation of LLM orchestration tools tailored for enterprise 

needs, focusing on scalability, cost-efficiency, and adaptability. The proposed framework integrates advanced 

APIs with enterprise workflows to automate processes, enhance customer interactions, and derive actionable 

insights. Real-world case studies highlight significant improvements in decision-making, operational efficiency, 

and customer satisfaction. The study emphasizes the transformative potential of LLMs when strategically applied 

in enterprise ecosystems. 
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I. INTRODUCTION 

In recent years, the financial industry has faced 

increasingly strict regulatory requirements, spurred 

by factors such as greater scrutiny following the 

2008 financial crisis, rapid technological 

advancements, and the need to enhance market 

dynamics. It has been shown that traditional 

compliance methods, which are frequently 

laborious, costly, and labour-intensive, are unable to 

handle the scope and complexity of current 

regulatory obligations. Regulatory technological 

(RegTech) has emerged as a driving force in this 

context, providing advanced technological solutions 

to speed regulatory processes, increase 

transparency, and minimise risk. RegTech is a 

disruptive technology that uses blockchain, artificial 

intelligence (AI), machine learning (ML), and big 

data analytics to change the way financial 

institutions handle risk and compliance. 

Innovative solutions that can satisfy these needs 

while also improving operational effectiveness and 

strategic decision-making are therefore in greater 

demand.The regulatory framework under which the 

financial sector operates is dynamic and complex, 

always changing in response to economic upheavals, 

technological advancements, and changes in 

governance and policy [1][2].Regulatory bodies 

have been keeping a closer eye on the industry as it 

grows more integrated and complex. To safeguard 

consumers, uphold market stability, and put an end 

to financial misbehaviour, they have implemented 

stringent restrictions. In this regulatory climate, 

financial institutions are subject to a wide range of 

rules and regulations governing risk management, 

data protection, Know Your Customer (KYC) 

procedures, and anti-money laundering (AML).  

For financial institutions, maintaining compliance 

within this complex system poses serious hurdles. 

Regulations are complex and many, thus it need a 

strong compliance infrastructure to effectively 

monitor, report, and address regulatory requirements 

[3][4]. Traditional compliance procedures, on the 

other hand, are frequently manual, resource-

intensive, and compartmentalised, which results in 

inefficiencies and higher operating expenses. 

Institutions may find it challenging to maintain 

compliance in a timely manner if these processes 

take a while to adjust to new rules. Errors and 

discrepancies might arise from manual compliance 

inspections, leading to regulatory violations and 

heavy fines. Furthermore, as regulatory 

requirements become more complex, the demand for 

qualified compliance people grows, putting further 

strain on resources and budgets [5][6]. The old 

approach to compliance is failing to meet the needs 
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of a constantly changing regulatory framework, 

exposing institutions to additional risks and 

liabilities. 

 

 

 

 

 

 

 

 

 

 

Figure 1 Co-occurrence analysis of Regulatory  

A. Introducing SupTech, RegTech, and FinTech:  

The importance of the financial industry to 

customers, nations, and the entire globe has earned 

it the reputation of being heavily regulated. The 

financial sector has supposedly been highly 

concentrated for years due to this. Large players, 

such as banks, insurance companies, and wealth 

managers, have historically produced financial 

services due to their ability to adhere to stringent 

regulations. Too often, when industries get too 

concentrated, dies out and progress stalls. The 

banking industry overcame these challenges and 

evolved into one of the most dynamic fields in the 

modern economy. The primary factor that dictated 

this change was the introduction of new technology. 

Midway through the twentieth century is when many 

developments in the financial sector had their 

beginnings. Credit cards, automated teller machines, 

computerised stock trading, computers, and 

increasingly complex data and record-keeping 

systems, the Internet, and e-commerce business 

models were introduced every decade  beginning in 

the 1950s [3]. These changes have the potential to 

bring forward new phenomena like FinTech.  

Following the worldwide financial crises that 

occurred in 2008, the term "fintech" was coined as a 

definition. The term "FinTech" describes a 

collection of technologies that are used in the 

financial sector with the aim of making financial 

services more efficient and automated [4]. The 

demise of financial titans in that year shook the 

financial system and weakened banks. New 

regulatory requirements have strengthened 

influence in the financial sector, putting a strain on 

players. Over $300 billion in fines was levied on 

banks worldwide for failing to comply with the 

current regulations [5]. Conversely, the 

aforementioned factors fostered an atmosphere that 

was conducive to the growth of FinTech. FinTech 

start-ups were encouraged to develop business 

models that eschew traditional bank structures and 

use computers to better service customers' demands 

[6]. 
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Figure 2. Regulatory procedure in finance sector 

Still, there remained a major issue that needed 

resolving. Problems with regulatory compliance 

persisted even for licensed financial institutions. For 

the financial industry's established companies, post-

crisis regulatory compliance and risk management 

posed a serious and expensive challenge. By this 

point, it became clear that RegTech was in high 

demand. 

Using technological technologies to manage 

regulatory processes in the financial industry is 

known as RegTech. [7] On account of their apparent 

benefits, these tools are gaining in popularity. 

Financial industry participants recognise the value 

of RegTech solutions for cost-effective regulatory 

and compliance activities, easier understanding of 

regulatory requirements, flexible risk management, 

and data security. Investments in RegTech 

companies have surged .early fivefold in four years, 

resulting in a $4.5 billion investment pool in 2018[8-

10]. Financial institutions are expected to spend $76 

billion (34% of total regulatory spending) on 

RegTech by 2022, up from $10.6 billion (4.8%) in 

2017.RegTech 1.0 and 2.0 digitise regulatory 

processes, while RegTech 3.0 establishes a 

regulatory framework for the digital age [11]. Phase 

3.0, when the paradigm shift from "know your 

customer" to "know your data," is when the 

ecosystem participants believe it will reach its full 

potential. As data is the link between FinTech and 

RegTech, the financial industry's rules need to be 

changed so they are based on data. This will require 

a whole new set of rules that cover everything from 

digital identity to data ownership [12].   

Additionally, based on their capabilities, RegTech 

systems can be grouped into four distinct stages. 

Phase 1.0 tools were capable of manually capturing 

data based on cycle time. Compliance software set 

up uniform workflows in step 2.0, while data science 

assisted with back office automation in phase 3.0. At 

last, in phase 4.0, we have AI and ML methods that 
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can anticipate and detect risks before they happen 

[13] We can only speculate as to what new 

opportunities will be generated by subsequent stages 

of RegTech since, most likely, it has not yet hit its 

limitations. 

II. LITERATRUE SURVEY 

Regulation Technology, or RegTech, has emerged 

as a revolutionary force in the financial sector as a 

response to these challenges. When compared to 

more traditional methods, RegTech's use of cutting-

edge technology to automate, streamline, and 

optimise compliance and risk management tasks is 

more effective and inexpensive [13]. With the use of 

RegTech solutions, financial institutions are able to 

make better, faster decisions by integrating 

technologies such as blockchain, AI, ML, and big 

data analytics [14].  

Process automation in compliance: RegTech 

frequently handles data collection, validation, and 

reporting, relieving compliance teams of a 

substantial amount of work. Automating processes 

not only boosts output but also decreases room for 

human mistakes, leading to more precise 

compliance assessments. AI and ML allow RegTech 

to look at huge amounts of data in real time to find 

trends, outliers, and possible risks. This results in 

better risk information. Fast risk mitigation, fraud 

detection, and regulatory compliance are all possible 

outcomes of this capability for organisations. 

Improved Transparency and Accountability: 

Blockchain technology provides a decentralised and 

immutable ledger system, allowing for transparent 

and auditable records of transactions and 

compliance operations [15]. Interactions between 

stakeholders, regulators, and consumers are made 

more trustworthy and accountable as a 

result.Because of the scalability of RegTech 

solutions, institutions can easily adjust to new rules 

and fluctuating markets. Adaptability like this is 

essential in a world where rules and regulations are 

always changing. 

[16] assert that RPA is an emerging technology with 

considerable potential to transform audit processes.  

Auditing duties encompass a substantial volume of 

simple, repetitive, manual, and rule-based activities, 

including file organisation, preparation of auditing 

data, and data integration from several sources. 

These jobs are extremely susceptible to human 

mistake, requiring substantial time and labour hours 

for accomplishment. RPA is specifically engineered 

for tasks using machine-readable data, hence 

augmenting the precision and efficacy of auditing 

operations.  Furthermore, RPA attributes might 

substantially improve auditing methodologies. 

Initially, RPA can facilitate data transmission 

between programs, a task that auditors traditionally 

executed through manual copying and pasting. 

Secondly, in conjunction with the ability to correlate 

and analyse substantial volumes of data across 

several platforms. Third, creating logic-based and 

sophisticated business judgements, notwithstanding 

its application to rule-based tasks.  

Furthermore, RPA can streamline the data collection 

process, standardise the data, and facilitate its 

transmission for audit examinations [17]. Revenue 

testing is seen as a crucial aspect of audit operations, 

and RPA could aid auditors in improving the 

efficacy of the test.  Moreover, the integration of 

RPA with other technologies, like as AI, might have 

synergistic effects, resulting in enhanced efficiency. 

[18] indicate that the phrases RPA and Artificial 

Intelligence (AI) are frequently associated, as both 

have profoundly influenced and will persist in 

transforming accounting methods. In light of the 

extensive proliferation of AI, occasionally certain 

sectors of the industry. The literature review will 

examine the influence of developing technology, as 

discussed in academic articles, on the auditing 

profession and its processes. The developing 

technologies highlighted in his literature study are 

blockchain, robotic process automation, and 

artificial intelligence. This analysis will focus on the 

significance of Artificial Intelligence in auditing, 

exploring its historical context and current 

applications, with an emphasis on expert systems, 

machine learning, and natural language processing. 

The review will examine the technology, its 

properties, and its practical uses within the auditing 

context. Furthermore, the many consequences, 

benefits, and problems of the technology are 

evaluated in these sections. The conclusion of the 

review will expand the consequences regarding 

audit independence, the future of auditing, and 

potential risks.   

[19] asserts that blockchain technology offers 

substantial advantages; yet, it also possesses 

inherent drawbacks, as is the case with any 

technology. These obstacles encompass 

immutability, modifications to smart contracts, and 
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privacy concerns. Immutability is often regarded as 

a benefit of blockchains; yet, it might provide issues 

with the conditions of smart contracts. Data 

recorded in blockchain cannot be removed or 

modified, which presents issues for smart contracts, 

as the terms of the contracts may contain 

inaccuracies. Modifying the data is too intricate, 

perhaps leading to complications when alterations to 

the terms of smart contracts become necessary. [20] 

asserts that certain contracts may be confidential, 

and the data may encompass sensitive information, 

potentially leading to complications in a blockchain 

system where all transactions are transparent on the 

ledger. Furthermore, blockchains face a significant 

difficulty regarding scalability, encompassing 

latency (the time required for transaction 

confirmation), size, and storage as integral 

components of the system. The proliferation of 

nodes over time suggests that the escalation in data 

quantity or volume may lead to complications.  

[21] also examines the considerations for 

implementing blockchains within organisations. 

Although numerous advantages exist, a solution 

implemented by one organisation may not be 

suitable for another, particularly if it is not the 

optimal or feasible option for process enhancement. 

As previously said, blockchain implementations 

have numerous advantages, including multi-party 

transaction validation; nonetheless, challenges 

persist. Blockchains are susceptible to hacking 

concerns, as they require consensus to operate at full 

capacity. It is envisaged that organisations will not 

entirely supplant their entire IT infrastructure with 

blockchain technology in the future. Blockchains are 

anticipated to serve as a tool or supplementary 

component to existing systems incorrectly perceives 

RPA as an obsolete technology. Nonetheless, these 

technologies serve distinct goals, thus they possess 

the capacity to complement rather than supplant one 

another.  

The utilisation of AI in auditing dates back to the 

1980s. The research conducted by [22] 

acknowledged the use of computer-based 

applications in the auditing process, including 

several expert systems that improved decision-

making efficiency. Contends that, as previously 

noted, certain accounting duties are defined as 

repetitive and manual operations.  The auditing 

profession is heavily dependent on accounting 

information, which is collected and structured 

during these processes. [23] emphasises that the 

domain of accounting is especially suitable for 

various AI applications. AI enhances processes by 

reducing human mistakes in specific jobs, such as 

primary entry bookings, so rendering the accounting 

information more reliable. Consequently, while 

auditors verify the accuracy and reliability of these 

entries, they face a more substantial foundation, 

enhancing the efficiency of the confirmation 

process, particularly regarding reliability. Auditing 

necessitates several actions, with decision-making 

and sample selection being among them.  Moreover, 

the American Institute of Certified Public 

Accountants (2021) asserts that sample selection is 

a critical auditing step. Auditors encounter 

constraints, such as time, which preclude them from 

scrutinising all transactions and information 

presented. Due to limits, auditors select a certain 

sample that guarantees their conclusions are based 

on all audited material. 26 The samples must be 

statistically significant and impartial, accurately 

representing the unique audited data (AICPA, 

2024).  Posited that the incorporation of AI in 

sample selection and testing procedures has the 

potential to enhance efficiency and mitigate human 

error. Ensuring that samples are statistically 

significant and unbiased may pose challenges for 

auditors, particularly those who are new to the 

profession. Nonetheless, AI possesses the capability 

to generate samples with greater objectivity and to 

evaluate a broader range of factors than human 

auditors often do.  

Generally, all rule-based auditing jobs, particularly 

those that are most time-intensive, possess the 

potential to greatly benefit from AI. Moreover, the 

study by [24] examined several facets in which NLP 

could improve auditing procedures. Initially, it can 

be employed for fraud detection and prediction 

through the analysis of textual data. NPL models 

have been acknowledged to enhance efficacy in 

identifying fraudulent activities in financial 

accounts and detecting anomalies. NLP models can 

improve the risk assessment process when auditors 

evaluate the potential for material misstatements in 

financial reporting. NLP can analyse the tone and 

sentiment of financial statements, aiding in 

recognition that poses more challenges for auditors. 

Practical implementations of machine learning and 

natural language processing at the Big Four firms 

This section elucidates the specific applications of 

machine learning in auditing within the Big firms to 
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enhance comprehension of the subject. Furthermore, 

to enhance comprehension of the application of 

natural language processing algorithms in auditing 

procedures, we will delineate certain specific 

developments in NLP.  Deloitte entered into a 

collaboration agreement with Kira Systems in 2016 

to develop machine learning capabilities for the 

analysis of thousands of intricate contracts and 

documents.  

By implementing machine learning, Deloitte can 

enhance its position in the advisory services industry 

through improved document analysis efficiency. 

Deloitte amalgamated iterations of the Kira 

platform, augmented by its own models, branding 

them as Argus within the auditing business. The 

International Accounting Bulletin honoured them 

with the “Audit Innovation of the Year” award [25]. 

PwC has invested in artificial intelligence and 

machine learning for several years; for example, in 

2017, PwC partnered with H2O.ai to develop the 

GL.ai robot. The GL.ai robot has an AI-integrated 

training algorithm that utilises machine learning 

technology to analyse all transactions from the 

general ledger, identifying abnormalities and 

questionable transactions. The GL.ai robot functions 

as a seasoned audit professional, and PwC's 

innovation has provided a competitive advantage, 

resulting in a rise in business value. PWC, 2018. EY 

has integrated machine learning technologies into its 

services to enhance the efficiency of the auditing 

profession. The objective was to develop an 

application for fraud detection, utilising their Fraud 

Investigation and Dispute Service (FIDS) to identify 

questionable invoices, achieving an accuracy rate of 

97%. Additionally, Naoto Ichihara, an Assurance 

Partner at EY, explored the potential of AI in 

auditing. This resulted in the establishment of EU 

Helix GL, which employs machine learning for 

anomaly identification in extensive datasets and 

unstructured data.  

Deloitte has developed an Emotion Analysis Tool 

(BEAT) to manage and evaluate voice 

communications. The BEAT tool comprises three 

primary fundamentals. Initially, it monitors 

customer voice exchanges. Secondly, it can utilise 

NLP to detect probable high-risk interactions. Data 

is collected from both internal and external sources, 

and the algorithms establish the regulatory 

parameters for the executed contract. Third, around 

33 communications may provide unfavourable 

results, and the system will delineate such outcomes 

together with pertinent information.  Deloitte has 

also employed NLP in developments like an 

automated document review system that utilises 

cognitive technology to interpret and extract 

relevant information from designated documents. 

The technology allows Deloitte's workers to analyse 

unstructured data with enhanced precision and 

effectiveness. Moreover, EY has integrated NLP 

technology into multiple facets of its auditing 

processes. One such implementation is the capacity 

to exclude information from various contracts in 

reaction to new regulations or other alterations [25].  

III. RESEARCH METHODOLOGY 

In the proposed approach, the LLM’s based AI 

model is deployed as it helps to construct the data 

warehouse as the modeling process takes certain 

stages as mentioned below,   

A. LLM’s based AI Model:  

The data’s are modelled based on the process of data 

warehouse with kimbell’s approach as, Initial step 

helps to identify the business process as analyse the 

students entry, their registering for the new course, 

analyse the student grade obtained, student payment 

and their graduation count of students. Then data can 

be grained and declared based on the data measure 

as it is integrated with the data granularity. The data 

measurement is based on the student information 

with every year, information of the student who is 

registering, distribution of grade of the student, 

graduation data and payment done by the student. 

The data dimension is identified based on role 

associated with the student.  

B.  Modified LLM Process:  

In the LLM process, the server, mainframe, source 

production is taken as the input as it get the initial 

process of extraction as takes the unstructured data 

and perform extraction on the data stage and 

generalize the data as structured one. Then it 

performs data cleaning as it cleans the unwanted 

data into useful one. Then data conforms and deliver 

make the data to be analysed and processed.  Finally 

it is sent back to the use application by the end user 

as it operates several processes such as, scheduling 

the data, handling the data exception, data recovery, 

and data restart, checking the data quality and 

reliability with certain user support.   
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Figure 2. Data Warehouse Architecture using LLM Process 

      Algorithm 1:  Modified LLM Process for 

Data Integration 

      Input: Server; Mainframe; Data Source 

      Output: Data Integration 

1. Identify the data source to perform data 

extraction 

2. The data tables are structured and their 

explanation 

● Using a merging strategy, create 

the master table 

a. Table 1 🡪 DB1 
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b. Table 1 🡪 DB2 

c. Merger (Table 1 from 

different DB1 and 2)  

● Using Merge Union Strategy, 

Create the master table 

a. Table 1 🡪 DB1 

b. Table 1 🡪 DB2 

c. Table 1 not influence on 

Table 2 

d. Apply Merge strategy with 

Union Action  

● Using Union Strategy, create a 

transaction table  

a. Large table 🡪 Target Table  

b. Target Table = {Pilot Table} 

3. Heterogeneous Data Source  

4. DB  = DB {Merge and Union Strategy} 

5. Perform Data identification and analyze the 

data source 

a. hostname (Domain name or IP address 

of the database server) 

b. Database name (The schema or other 

database identifiers) 

c. Port Username and password to access 

the data source) 

6. IFNULL( ) and NULL Values Expression  

7. Creating the data dimension tables.  

 

    The process of data integration is performed and 

represented in Algorithm 1.  

C. Data Cleaning and Conforming:  

In the cleaning process, the data errors are 

detected and removed as inconsistent data’s are 

identified as it results in enhancing the data 

quality.  

● Analysis the data 

● Refining the data 

● Verify the data 

      Based on the data rule and value, re-analyze the 

data based on LLM process to perform data 

confirmation, data join and association. Then the 

data helps to create conform data dimension as it 

takes data hierarchy and dimension 

D. Data Delivery and Loading:  

In this data table, only user analysis data’s are 

present and for each data table, the key is 

generated. Here the start schema being used as 

it helps to de normalize the data and then deliver 

the data as the targeted data table.  

● Slow Changing Dimension (SCD) 

● Loading the Fact Table 

 

E. DATA Process Testing:  

 

The main objective of LLM process is to test the 

data by identifying and collecting the data 

errors as it occurs before the process of data 

analytical and reporting. Various data testing 

are performed i.e. validate the data completion, 

testing the Meta data and LLM test 

incrementing. All loaded data are measured as 

it helps to validate the objective if data 

completion. The table defined are verified while 

performing the Meta data testing. Data 

document can be mapped based on checking the 

data type, length of the data, checking the data 

index between the source and destination table. 

Then the unwanted data duplication can be 

determined based on the incremented LLM 

testing.  

 

IV. PERFORMANCE ANALYSIS 

 

Based on LLM strategy, data warehouse makes the 

total cost construction as contains Data Dimension 

Cost (DDC) and Import Data Cost (IDC).  

Total Cost (TC) = Data Dimension Cost (DDC) + 

Import Data Cost (IDC) 

A. Analysis of the OLAP Process: 

As there are two OLAP query requests, various 

data dimension is required based on value query 

of fact information as it gets H Base get( ) 

operation and Hbase Scan ( ) as represented in 

Table 1 and 2.  

Table 1. Time cost based on Get ( ) operation 

 

No of Rows HBase Oracle 

1000 4 22 

10000 3.6 34 

100000 2.8 45 
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Table 2. Time cost based on Scan ( ) operation 

No of Rows HBase Oracle 

1000 20 25.4 

10000 12.5 24.6 

100000 19.2 26.6 

     

 

B. Analysis of LLM process:  

Here 1000, 10,000 and 1,00,000 data entries are considered as the HBase and traditional oracle are analysed 

as represented in Table 3, 4 and 5.  

 

Table 3. DATA Process based on 1000 Datasets (ms) 

 

No of Rows HBase Oracle 

1 104 34 

2 109 16 

3 100 15 

4 116 12 

5 109 13 

6 111 25 

7 116 12 

8 128 13.5 

9 120 13.8 

10 98 14.2 

     

Table 2. LLM Process based on 10,000 Datasets (ms) 

 

No of Rows HBase Oracle 

1 650 190 

2 600 96 

3 625 60 
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4 680 45 

5 800 48 

6 790 54 

7 765 51 

8 600 53 

9 605 170 

10 790 68 

 

Table 2. LLM Process based on 1,00,000 Datasets (ms) 

 

No of Rows HBase Oracle 

1 2900 509 

2 2850 450 

3 2950 465 

4 2980 445 

5 2450 451 

6 2800 458 

7 2750 462 

8 2950 710 

9 3450 462 

10 2800 491 

 

V. Conclusion 

This report highlights the various benefits AI 

provides to corporate finance. Machine learning 

algorithms enable financial professionals to derive 

significant insights from extensive datasets, 

facilitating data-driven decision-making with 

remarkable precision and rapidity. AI enhances 

forecasting accuracy and risk management by 

identifying patterns, trends, and anomalies in 

financial data, hence optimising resource allocation 

and fostering organisational growth. Furthermore, 

the integration of NLP enables the effective 

examination of unstructured data sources such as 

regulatory filings, news articles, and social media 

sentiment.. 

AI provides exceptional transparency, 

accountability, and integrity in corporate 

governance. AI systems utilise advanced analytics 

and predictive modelling to detect possible 

governance issues, fraud, and conflicts of interest, 

enabling preemptive interventions and promoting a 

culture of compliance and ethical conduct. LLM 

process is deployed as it performs certain process 

such as, data extraction, cleaning the data, data 

conforming and data delivery & loading. The data 

content profiling and analysing the data source are 

performed in the data extraction process. The data’s 

are integrated in the distributed environment as it 

perform the database with different strategy i.e. 

merge, merge-union and union. The data 
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conformation is created based on the analysing the 

data source, data refinement based on structure 

hierarchy. The data dimension and fact tables are 

associated in the process of LLM loading. In the 

analysis, Hbase data warehouse takes reduce time in 

the process of LLM than the traditional oracle. Ithe 

HBase takes faster query response by varying the 

datasets 1000, 10000, 100000 data entries. If the 

data value is larger, memory consumption is high 

and the query optimization gets reduced as the data 

value is smaller and it needs some better data 

partition in the data value.  
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