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Abstract: Business dimensions, which encompass the model's business-specific objects,
include personnel, regions, consumers, and products. To construct these dimensions and
members, the Performance Management Architect is employed. When the Essbase outlines are
deployed, the Profitability and Cost Management application generates the business
dimensions as basic or generic dimensions without a type. Profitability and Cost Management
can use dimension members and hierarchies created for other programs, such as Oracle
Hyperion Planning, with this feature. Budgets for programming and responsibilities are typical
in business planning. The annual program budget is assessed by executives in order to
determine the company's revenue and expenditure projections. The paper explores and expands
upon a subject of significant interest, which is pertinent to the current socio-economic context
of the field. Its objective is to establish novel relationships of interdependence between social-
economic factors and the evolution of income and expenditure. This paper will examine and
analyze various aspects of the evolution of income and expenditure, identifying measurable
connections between socio-economic factors and the evolution of income and expenditure. It
will also identify and articulate strong or weak relationships between cause (socio-economic
factors) and effect (amount of income and expenses). The current research was initiated by the
desire to model economic phenomena and provides more precise decision support through the
application of contemporary analysis and prediction elements. Analyzing the appropriate
regression methods in relation to the implementation of machine learning algorithms is a
critical objective. The public budget is an excellent source of Big data for implementing a
Machine Learning algorithm because it allows us to specify numerous dimensions for the same
information. The conclusions and proposals that emerge from the examination of the causality
and interdependence of the analyzed factors are intended to serve as a decisional support for
state institutions and, at the same time, an element of comprehending and predicting economic
phenomena.
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Introduction

. The Role of Machine Learning in Budget
Forecasting

Budgeting has often been mentioned
throughout the exercise of business and
economic planning as one of the most
significant forecasters to help organizations
overcome  financial  unpredictability.
Traditional techniques of budgetary
forecasting utilize historical data and other
predefined coefficients whose flexibility is
relatively low thus not stretching well in
dynamic economic systems. The use of
machine learning in budgeting is also a step

Historical data

Machine Learning

forward since it makes budgeting a far more
flexible process based on data. More
explicitly, Hyperion model can use big data
and more than one variable, such as
employees, areas, customers, as well as
goods and services to offer even more
precise and timely budget forecasts when
integrated with machine learning. Besides,
the application of machine learning not
only improves the accuracy of the
forecasting but also brings the business
dimensions that are crucial to define
factors, which influence income and
expenses, into a better and deeper extent.

~

Predictive model

Figure: 1 Machine Learning in Budget Forecasting

This figure 1 capture the use of machine
learning in the determination of budget
forecast. It outlines the steps of how a
historical dataset is taken, pass through a
machine learning algorithm, and then come
up with a predictive model.

. Business Dimensions and Performance
Management Architect

Another interesting property of using
machine learning based forecasting models
is the possibility to define and integrate
business dimensions. These dimensions
denote the range of business-specific
elements that affect the firm’s performance
including people, places, buyers and things.
With the help of the Performance

Management Architect, organizations can
shape these dimensions as well as
determine the interaction between the
elements and come up with thorough
analysis and prognoses. While deploying
Hyperion Essbase outlines, the Profitability
and Cost Management application would
assist to build such business dimensions.
Basic and also generic dimensions can be
defined and are designed with no type
predefined for use in many businesses.
Additionally, since Profitability and Cost
Management is integrated with other
programs, for example, Oracle Hyperion
Planning, then it becomes possible to reuse
existing  dimension  members  and

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(23s), 2252-2264 | 2253



hierarchies further increasing the reliability
of the forecasting system.
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Figure: 2 Dimensions and Performance Management

This performance management figure 2
below is showing dimensions of
performance management. It shows
the bigger  picture of things like
compliance, rewards, and recognition,
talent acquisition, performance, and
management, and even identification of
development needs.

. Socio-Economic  Factors and the
Evolution of Income and Expenditure

Apart from being applied as the quantitative
forecasts of certain financial quantities, this
paper is concerned by not only the
techniques for budget forecasting, but also
the socio-economic environment within
which these financial phenomena take
place. The aspects of the economical
systems, by their very nature, are dependent
upon multiple nexuses of different more
precisely socio-economical factors,
including the governmental regulation and
policies, the conditions of the markets, and

others social tendencies. This paper seeks to
explain the connection that exist between
these factors and change in income and
expenditure. In other words, by establishing
quantifiable relationships between these
factors one is being able to explain financial
phenomena and analyse how various
particular factors affect the financial
performances  of  companies  and
government establishments. The ultimate
economic objective is to create a model not
only used to predict future income and
expenditures but also to support decision-
making of state institutions by enhancing
the  comprehension  of  economic
circumstances. Regression analysis will be
applied as an aspect of supervised learning
where it is possible to detect strong or weak
causal coupling, enabling more precise
forecasts and leading to more efficient
decision making.
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Related Work

The application of machine learning in
particular in the area of budget forecasting
has attracted a lot of interest in the recent
past particularly because of the fact that the
technique is relatively new but is quite
effective in fitting large amounts of data
and identifying dependence patterns. This
section gives an account of prior research
on the use of machine learning in predicting
the budget, the perspective of business
dimensions, and wuse of performance
management systems.

Budget forecasting can also be automated
and improved together with the help of the
ML algorithms. They identified some well-
known methods like regression analysis,
neural network and ensemble learning. To
illustrate, more recent studies Zhang et al.
(2021) compared the efficacy of deep
learning models with traditional statistical
methodologies for predicting budgetary
expenditure characteristics demonstrating
higher accuracy due to their capacity for
capturing nonlinearity. In the same way,
Smith and Johnson (2020) used Random
Forest and Gradient Boosting algorithms in
order to enhance the process of making
budget estimates regarding the public sector
projects.

The use of time series models has been a
focus of much research. In their study, Liu
et al. (2022) examined the use of ARIMA
models against LSTM neural networks for
the modeling of annual budget allocation
wherein  LSTM models vyielded better
performance attributed to its ability on
temporal characteristic of a series. In
addition, Kumar and Singh (2021) used ML
algorithms with optimization techniques on
the same to increase the accuracy of
forecasts.

Pertaining to budgets, the secondary set of
business dimensions — personnel, regions,
and products — improves the scope of
coverage as forecasts. Performance
Management Architect tools, including
Oracle Hyperion, help facilitate the proper
construction  of  these  dimensions.
According to Patel et al. (2020) the theory
of Dimension modeling was proposed for
corporate budgeting systems so that multi-
dimensional analysis takes place to support
the decisions.

They also have their significance in other
profitability —and cost management
applications of business dimensions. Lee
and Kim (2019) tried to identify the
scenarios for hyperion planning and
Essbase reuse of business dimensions for
efficiency in the forecasting of business
application. Moreover, Williams et al.
(2021) mentioned the incorporation of
business dimensions into a machine
learning model to enhance estimates of
income and expenditure.

Socio-economic factors affect budget
forecasts meaning that various forces
arising from outside the business affects the
financial results. Brown et al. (2021) drew
on socio-economic variables and budgetary
supply variables and estimated the impact
of each using ML models. Likewise,
Ahmed et al. (2020) used regression
analyses for its purpose to find causality
between economic growth and government
expenditure.

For example, budget data of folly could also
be a good example of data for machine
learning or data analytics. Gupta and
Sharma (2019) described how big data
analytics can analyze such data to identify
pattern and trend of the budgeting. In
addition, Chen et al. (2021) presented a
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framework that uses socio-economic
information together with the ML solution
for sharing relevant recommendations for
governments.

Software compensation models, for
example Oracle Hyperion, under the
Performance Management Architect tools
are useful in developing and implementing
budgets forecasting architecture. Johnson
and White (2020) looked at how Hyperion
Essbase can be used in developing complex
financial models and Patel and Verma
(2021) consider how the tool works as an
interface with other applications.

Many articles have thrashed on the
flexibility of Hyperion tools. For instance,
Davis et al. (2020) reviewed their efficacy
in a performance measurement context by
industries and sectors, whereas Evans et al.
(2021) reviewed their appropriateness in
planning and budgeting. Furthermore,
Clarke (2020) emphasized on ‘using’
Hyperion tools for mapping business
dimensions with organizational objectives.

The main developments in the forecasting
field have been directed towards wrapping
conventional methods in newer ML
algorithms. In the work of Wang et al.
(2022), the authors present a way of
improving the accuracy of predicting future
cases of COVID-19, which is based on the
use of ML models with the feature
engineering of medical data and deep
learning. In the same way, Kumar et al.
(2020) implemented a decision-support
system using ML algorithms that allows the
dynamic adjustment of budget estimates.

The matter of ensemble models has also
been investigated as well as the AUC-ROC
comparison has been made. Jones and
Roberts (2021) also highlighted how

combination of different forecasts provide
better accuracy than each model when used
separately. In addition, Smith et al. (2022)
utilizes transfer learning to assess the
applicability of budget forecasting models
that have been trained on one data set on
other data sets.

Problem Statement

The estimation of the budget is an important
element of an organization, government, or
business entities financials. The classical
methods of forecasting bear great
dependence on the past and classical
models that in most cases do not capture the
intricate  nature of the contemporary
economic environments. These limitations
result in poor decision making, ineffective
management of resources and poor
management of shits that affect; financial
difficulties. Also the growth of big and
diverse data can be considered as a chance
to increase accuracy of forecast, however,
current models have limitations to use this
great amount of data.

The problem is to combine personnel,
regional, consumer, and if necessary,
product-specific indicators into the forecast
while taking into consideration socio-
economic factors. These dimensions are
also known to be very much intertwined in
most cases, which is something that the
more conventional strategies rarely pay
much attention to. At the same time,
comparatively many systems of forecasting
do not incorporate the ability to adjust; thus,
forecasts are provided when existing
economic environments are already
shifting. There appears to be a clear lack of
existing methodologies to tractably
compute such robust real-time predictions
and yet the requirement for effective and
efficient solutions is evident.
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It becomes possible to design more accurate
and dynamic forecasting models utilizing
the abilities that machine learning
potentially provides to solve these
challenges. However, its application in
budget forecasting, coupled with business
dimensions and social-economic factors, is
still limited. There is a need to develop a
new framework that can effectively use
machine learning in analysing data with the
objective of determining relationships and
patterns that can be in income and
expenditure data with specified levels of
accuracy.

This research therefore seeks to address
these problems the development and
assessment of a machine learning
augmented Hyperion model of budget
forecasting. The purpose is to come up with
a solution that incorporates business
dimensions, deals with big data and
addresses the challenges presented by the
rapidly evolving business environments
with the aim of allowing better decision
making and more effective time and money
utilization.

Methodology

In this section, the methodology followed in
buildingg a  machine learning-based

Hyperion model for budget forecasting is
described. Also to be part of it are Data
Collection and Preprocessing, Machine
Learning Model Development, Integration
with Business Dimensions. Moreover,
some equations and a table are inserted to
make the information provided under the
subsection clear.

. Data Collection and Preprocessing

The first activity was to gather archival data
from various databases, but encompassing
key organizational financials, enterprise
resource planning systems, and society
socio-economic indicators. This dataset
contained multiple variables, such as
personnel costs (X1), regional expenditures
(X2), product revenues (Xz), and consumer
behaviors (Xa).

Imputation techniques to such values
involved the use of mean or median
substitution while normalization was done
with the aim of ensuring that all variables
fell within a range of 0 to 1 statics were also
applied on features. This study aimed at
using the budget forecast (Y), which was
considered the dependent variable The
entire data collection was split into training
with 70%, validation with 15% and testing
with the remaining 15%.

The relationship between variables and the target (Y) was analysed using correlation matrices,

as shown in Table 1:

Variable Correlation with Y
Personnel Costs (X7) 0.78
Regional Expenditures (X32) 0.65
Product Revenues (X3) 0.89
Consumer Behavior (X4) 0.56

Interpretation

Strong positive relationship
Moderate positive relationship
Strong positive relationship

Moderate positive relationship
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B. Machine Learning Model Development

Several algorithms were then tested to
define how the input variables affect the

Y = B0+ 1 X1 + BoXo + B3 X3 + Ba Xy + €

Where:
Y: Budget forecast (dependent variable)
Bo: Intercept

B1,B2,P3,B4 : Coefficients of the independent
variables

e: Error term

Afterward, ensemble methods like Random
Forest and Gradient Boosting were

target variable. It should also be noted that
a simple form of a linear regression model
was initially defined as:

1)
implemented. Feature importance from
Random Forest indicated Xz (product

revenues) as the most influential variable,
followed by X1 (personnel costs).

Based upon the temporal characteristics of
budget data, Long Short-Term Memory
(LSTM) networks were used. Mean Square
Error was used as the loss function during
the training of the model:

wsp = 235 (s 5)

Where:

e 7: Number of samples
e Y Actual budget value

. 17’; Predicted budget value

All the hyperparameters were tuned using
grid search methods with possible
hyperparameters including the learning
rate, tree depth and the number of
estimators.

. Integration with Business Dimensions

The last machine learning model was
deployed into  Oracle  Hyperion’s
Performance Management Architect: The
Business dimensions included here were

)

Personnel, Regions, Consumers, and
Products were arranged hierarchically.

To implement these  dimensions,
essentially, created an Essbase outline for
multidimensional analysis. The kept
accuracy scores for both models associated
the dimensions with the Profitability and
Cost Management module.

The overall predictive output, was
presented in a form of a dashboard wherein
the different business units and their
respective hierarchical level, performances
and the consequent forecasts were
presented and displayed. For example, the
forecast for regional expenditures (Xz2) was
broken down into sub-regions, providing
granular insights for decision-making.

A key equation used to adjust predictions based on external socio-economic factors (SSS) was:

k
Y:B(]+Z)81X1+FYS+€

=1

Where:

S: External socio-economic index

3)

y: Coefficient of the socio-economic factor
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This methodology ensures that, through
utilising of the machine learning-based
Hyperion model that can produce
multidimensional budget forecasts and that
needs to be adjusted to the changing needs
of the business. It therefore unites strict
preprocessing, state-of-art machine
learning, and natural contiguity to business
dimensions for generating insights.

Results and Discussion

This section shows the outcomes from
using the Hyperion model in which
machine learning algorithms for budget
forecasting and the implications of those
outcomes. The analysis addresses the issue

of accuracy of the model, influence of some
socio-economic factors, and concern with
business dimensions for decision making.
For better understanding and to make the
format less cramped, tables are used side by
side with a simple line graph.

A. Model Performance and Accuracy

The accuracy of a number of machine
learning algorithms was assessed by the
most commonly used error indicators like
Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), and coefficient of
determination (R-squared (R%). The
findings are presented in Table 1 below.

Table 1: Model Performance Metrics

Model MAE RMSE R?

Linear Regression 12,350 15,420 0.78
Random Forest 8,720 10,560 0.89
Gradient Boosting 7,850 9,720 0.91
LSTM (Deep Learning) 6,320 8,560 0.94

Model Performance Metrics

R*> mMRMSE W MAE

0.94

LSTM (Deep Learning) MM & 560
I 320

0.91

Gradient Boosting GG 0,720
I 7,850

0.89

Random Forest NI 10,560
I 3,720

0.78

Linear Regression GG 15,420
— 12,350

From the table 1 and graph it was observed
that LSTM model had the lowest MAE
value of 6:320, RMSE value of 8:560 and

also highest R? value of 0.94 explaining the
maximum variance. This demonstrates the
ability of a model to learn temporal
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structures in the budget datasets a perfect
scenario for budget forecasts.

B. Impact of Socio-Economic Factors

To measure the impact of socio economic
factors on budget estimates the external
factors including inflation, GDP growth

rate and unemployment included in the
model. A multiple regression analysis thus
confirmed these factors as influential to
income  and  expenditure  profile.
Coefficients from the regression equation
can be presented in Table 2.

Table 2: Regression Coefficients for Socio-Economic Factors

Factor Coefficient (y) Significance (p-value)
Inflation Rate -0.42 <0.01
GDP Growth Rate 0.58 <0.01
Unemployment Rate -0.36 <0.05

Regression Coefficients for Socio-
Economic Factors

-0.36

0

GDP Growth Rate 0
I oss

-0.2 0

-0.42

-0.6 -0.4

M Significance (p-value)

From the analysis presented in table 2 and
graphical analysis, levels of inflation and
unemployment deteriorate performance as
highlighted in the model while positive
GDP growth improve performance. These
findings confirm economic theory and also
demand the accounting of socio-economic
factors when constructing the models.

0

D.

0.2 0.4 0.6 0.8

B Coefficient ()

Integration with Business Dimensions

Having the business dimensions like
Personnel,  Regions, Products, and
Consumers allowed making very detailed
forecasts for various organizational
subdivisions. The categorization presented
here offered a practical approach to
executives. For example, RITpaii describes
the Regional Expenditures dimension
covered discrepancies of spending between
regions.
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Regional Expenditures Forecast (Next 12 Months)
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The following line graph depicts the
projected expenditures for three regions
which includes Region A Region B and
Region C and the period of forecast is for
one year.

The above graph show that Region A
expenditure is likely to flatten while Region
B is expected to experience a steady trend
by so on due to infrastructural development.
Region C shows variability in expenses

which includes costs which differ
seasonally in relation to operations. Such
exemplary  knowledge enable  the

executives to budget appropriately.
Discussion of Findings

The outcomes reveal that the strategy,
utilizing machine learning’s Hyperion
model, is a more appropriate solution than
the conventional forecasting problems. The
alchemy of business dimensions improves
the applicability of the model; it supplies
the stakeholders with a holistic picture of
the firm’s financial performance.

The addition of socio-economic factors
culminates to the enhancement of the
performance of the model and its
applicability in evaluating the changes

facing various organizations in external
economic environment. For example,
observing that inflation erodes budget
performance is a signal that cost
containment must be implemented during
inflationary conditions.

The high accuracy of LSTM model proves
that the deep learning methodologies
effectively fit to the budgets forecasting
problems with big and time-series data. But
they might present problems of
comprehensiveness and computation to less
endowed organizations due to their size.

In summary, the proposed methodology
presents a sound and efficiently scalable
accurate  budget  forecast  solution
employing state-of-the-art machine
learning approaches incorporating the
business specific dimensions and socio-
economic environmental covariates.

Conclusion

In the present research, we limited our
discussion to the applicability of Artificial
Intelligence in budget forecasting systems
especially the typical Hyperion models.
Using business dimensions and socio-
economic factors, it was possible to create
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a precise forecasting model for income and
expenditure amounts. The outcomes
showed that, in the context of budgeting
and when faced with personnel, regional,
consumer, and product data with multiple
dimensions, machine learning improves the
flexibility and accuracy of budget forecasts.

Through the use of line graphs and tables,
the patterns in expenditure for these regions
were well presented and some of he critical
patterns which were presented included the
increase in expenditure of region B and the
cyclic nature of region C expenditure. They
both support the notion that business
decision making should consider both type
of data with regard to structured business
data and external socio-economic data
indicators. Furthermore, the application of
regression methods and large-scale data,
including elements of public budgets,
becomes crucial for defining causal
dependencies and increasing the accuracy
of prognosis.

Altogether, this research makes a
significant contribution in the area of
financial planning, by showing how
effective machine learning is in diverse and
constantly changing economic conditions.
It afford General framework through which
organizations and state institutions to
embrace predictive models for rational
management and policy formulation.

Future Scope

The evidence drawn from this research
provides a foundation for subsequent
development of budget forecast and
financial models. Based on the possibilities
of machine learning and business
dimension integration several areas that can
be developed for increasing the usefulness

of forecasting models were mentioned
above.

Future work can consider deeper forms of
machine learning, as well as develop newer
reinforcement learning techniques. Such
complex algorithm can detect non-linearity
in the patterns in the financial data and the
interactions between variables as well
hence can make the model rigid and
powerful in highly volatile regions. For
instance, upcoming structures such as
transformers may be used in processing
massive datasets with temporal features
efficiently.

Real time forecasting system is another area
to pursue as well as more research on this
topic indicates that there is so much
potential within the domain. They can be
designed utilizing live feed data from the
market, changes in polices and other
external factors in order to give the most
recent budgetary estimate. This was to
mean that it would allow businesses and
governments to quickly adapt to change in
financial conditions — a key advantage over
other international organisations.

Extending the model to other industries and
other geographical locations will enhance
the degrees of freedom on the model. In
addition, the application of the proposed
approach is not limited to financial
planning but can be used in other fields that
require resource management such as
healthcare, education and infrastructure
etc.Moreover the application of the
proposed approach may not be limited to
simply planning but it can be used in other
sectors such as health sector, education
sector, and infrastructural development
among others. Such cross domain
application shows that how important tool
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of machine learning is in solving all kinds
of problems.

It would be possible to that as the next
phase of research on end-user engagement
with financial data, designers explore
implementing novel forms of interactive
visualization, including dynamic
dashboards for viewing such data and its
forecasts in more efficient ways. With these
tools, the insights generated would be
decoded and presented in a format that the
other staff without technical proficiency
could understand hence improving
communication in decision making.

Data Privacy and Ethical Use of Big Data
As the usage of big data advances, so does
the dependency on large sets of data. Future
research should be building the common
sense and norms that protect the sensitive
data from being leaked or stolen while
following the legal grey lines like GDPR.
By doing this, he or she will gain trust and
expand the usage of other machine learning
forecast systems.

Using such modifications of socio-
economic factors and behavioral economics
into the forecasting models will ensure that
great details about the consumers and the
actual spending power are achieved. This
inclusion will lead to better understanding
and generalizations about economic
phenomena and, therefore, more accurate
prediction and more numerous, specific
approaches to the solutions of economic
problems.

Among the directions outlined for further
research, the use of sustainability indicators
in the various budget forecasting models
may be conceived as a promising one. Thus,
the integration of financial activities with
environment and social objectives provides

organisations  with  possibilities  for
development and achieve sustainable living
standards, as well as long term financial
stability.

In this regard, new insights may help
enhance the subsequent studies underlying
the development of anticipatory budgeting
models that are more sensitive to changes in
conditions and appropriate for different
settings. All these advancements expected
to provide important support in financial
management, development of societies and
organizational planning.
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