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Abstract

This paper presents an innovative deep learning-based speech captioning system designed to enhance
document accessibility for visually impaired individuals. Leveraging a modular architecture that integrates
Convolutional Neural Networks (ResNet50), Long Short-Term Memory (LSTM) networks, Optical Character
Recognition (OCR), and Text-to-Speech (TTS) technology, the system transforms both textual and visual content
from printed documents into real-time, natural-sounding audio. The proposed framework employs image
preprocessing and intelligent segmentation techniques to distinguish between text and image regions, followed by
content-specific processing—text is extracted via Tesseract OCR, while visual regions are described using an
image captioning model based on ResNet-LSTM integration. The summarized content is then converted into
speech using the Google TTS API. A custom-built hardware assembly with a mobile-mounted camera,
adjustable alignment, and portable design ensures ease of use in real-world settings.

Experimental evaluation on a 100-document dataset demonstrates high accuracy rates— 94% for text
recognition, 91% for image detection, and 89% for caption generation. Quality assessments reveal minimal error
margins, affirming the system’s reliability and effectiveness. This study underscores the potential of Al-driven
multimodal solutions in promoting inclusive information access and enabling independent navigation of printed
materials by visually impaired users. Future work will focus on real-time enhancements and participatory design
inputs from end users to further optimize the system’s usability and impact.

Key words : Assistive Technology, Deep Learning LSTM, Image Captioning Optical Character Recognition
(OCR) Text-to-Speech (TTS)

l. Introduction particularly visual impairments. According to the
World Health Organization (WHO), Vision
impairment is a significant global health challenge,
affecting at least 2.2 billion people worldwide[1].
Among them, nearly 1 billion cases could have been
prevented or remain unaddressed. The primary
causes of vision impairment and blindness include
refractive errors and cataracts, yet access to
effective  interventions remains inadequate.
Globally, only 36% of individuals with distance
vision impairment due to refractive errors and
merely 17% of those affected by cataracts receive

In the rapidly advancing technological landscape of
the 21st century, education has become an
indispensable facet of personal and societal
development. However, a significant portion of the
global population continues to face formidable
barriers to accessing education due to disabilities,
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appropriate treatment. This lack of access not only
impacts individual well-being but also contributes
to substantial economic losses, with the estimated
annual global productivity cost reaching US$ 411
billion[1]. While vision impairment can occur at
any age, it predominantly affects individuals over
50 years old.

Despite the efforts of both government and non-
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governmental organizations to reduce the
prevalence of blindness and improve accessibility
through healthcare and awareness programs, the
challenges faced by individuals with visual
impairments remain substantial. These statistics
highlight not only the scale of the issue but also the
profound impact of visual impairment on
individuals® ability to interact with their
environment and participate in daily activities. The
lack of access to basic tools for education,
employment, and social interaction often
exacerbates their marginalization. For blind
individuals, the inability to see necessitates reliance
on alternative senses and methods for navigation
and communication. Unfortunately, many visually
impaired individuals face compounded challenges,
as visual impairment is frequently associated with
other disabilities, further complicating their
inclusion in society.

One of the most significant barriers visually
impaired individuals face is access to information.
In today’s world, knowledge is predominantly
shared through written text, which remains largely
inaccessible to those who cannot see. Historically,
oral traditions were the primary means of
information dissemination. With the advent of print
technology, sighted individuals gained easier
access to information, while blind and visually
impaired individuals struggled to keep pace.
Braille, a tactile writing system developed to
provide visually impaired individuals with the
ability to read and write, has served as a valuable
tool. However, it faces numerous limitations,
including the high cost and limited availability of
Braille materials, as well as the fact that not all
visually impaired individuals are proficient in
reading Braille.

Addressing these challenges requires innovative
assistive technologies to improve accessibility,
enhance quality of life, and support independent
living for visually impaired individuals. In response
to these challenges, there is an increasing need for
innovative solutions that extend beyond traditional
Braille. Speech captioning, which converts written
or visual information into spoken descriptions,
presents a promising alternative. This technology
enables blind and visually impaired individuals to
access a broader range of materials, from books to
multimedia content, by providing descriptive audio
that conveys the information contained in visual
formats. By embracing such alternatives, we can
foster greater inclusion and ensure that visually

impaired individuals are better equipped to
participate fully in the world around them. This
paper explores the potential of speech captioning as
a viable tool for improving accessibility and
knowledge sharing for visually impaired
individuals.

1. Related Work

Advancements in assistive technologies have
greatly contributed to improving the quality of life
for visually impaired individuals. Among these,
object detection, image captioning, text- to-speech
conversion, and deep learning techniques have
emerged as promising solutions to enhance
independence and accessibility. This literature
review explores the various technologies and
approaches employed to aid visually impaired
individuals, with a focus on recent studies.

The reviewed literature collectively demonstrates
significant advancements in assistive technologies
for the visually impaired, focusing on object
detection, navigation, and user- friendly feedback
systems. Early solutions like ultrasonic smart sticks
and gloves enhanced obstacle detection through
vibration and audio alerts, though often limited in
range and convenience. More recent systems
incorporate computer vision, Al, and deep
learning—such as SSD, CNN, TensorFlow, and
LSTM—for real-time object and face recognition,
distance estimation, and image captioning. Devices
like smart glasses, loT-integrated sticks, and
wearable sensor-based systems provide multimodal
feedback (vibration, audio), improving
independence  and  safety. Integration  of
technologies like GPS, GSM, and time-of-flight
sensors has enhanced environmental awareness and
navigational decision-making. User- cantered
designs, hybrid sensor architectures, and encoder-
decoder frameworks have proven effective in
delivering contextual information and addressing
challenges like overhanging or low-height
obstacles. Overall, these innovations mark a shift
towards more intelligent, accessible, and context-
aware assistive devices that empower visually
impaired individuals with greater autonomy and
mobility[2][3][4][5][6][7][8]

While these technologies are promising, there
are inherent challenges that remain. The limitations
of current systems often stem from issues such as
the need for high computational power, system
complexity, and the requirement for specialized
hardware. Additionally, not all visually impaired
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individuals are familiar with or proficient in
advanced assistive technologies, highlighting the
need for more intuitive and user-friendly systems.

Recent advances in deep learning have significantly
advanced image captioning, particularly for
accessibility and domain-specific applications.
Early studies adapted CNN-LSTM frameworks to
generate Braille descriptions for blind-deaf users,
while subsequent work integrated voice-assistance
to support visually impaired individuals. More
recent methods incorporate attention
mechanisms—such as region-guided attention and
attribute prediction— to enhance semantic accuracy
and capture cultural or technical nuances in
specialized images. Additionally, novel decoding
strategies like those based on TextGCN have
improved the extraction of complex semantic
relationships, resulting in more robust and context-
aware  captions  across  diverse image
domains.[8][9][10] [11]

DEEP neural networks (DNNs) have achieved
great success in many real problems such as image
understanding and natural language processing.
However, DNN models with large

numbers of parameters are hard to be deployed on
lightweight edge devices such as smartphones,
which restricts the versatility of deep learning
(DL). [12]

Recent studies have applied deep learning to solve
diverse problems in image captioning and computer
vision. One approach uses RNNSs to generate image
captions and convert them into Braille, aiding
blind-deaf users. Another, CrackVision application,
applies CNNs and transfer learning to accurately
detect cracks in concrete, improving infrastructure
monitoring. A third study combines CNNs and
RNNs with attention mechanisms to enhance the
quality of image captions. These works showcase
the adaptability of deep learning in accessibility,
safety, and vision-language tasks.[13][14] [15]

The reviewed literature underscores the growing
integration of deep learning and computer vision in
assistive technologies for the visually impaired.
From foundational systems utilizing TensorFlow
for blind assistance [3] to more sophisticated
decision-making algorithms and wearable hardware
innovations [4][16][17], research has demonstrated
a strong trajectory toward real-time, user-friendly
solutions. Recent advancements include camera
vision-to-voice  object recognition [5] and
integrated image description systems like Citizen
Cane showecasing practical applications of image

captioning in enhancing accessibility. These efforts
are further enriched by contributions in image
captioning frameworks [5] and domain-specific
applications like Thangka and remote sensing
[18][11]. Collectively, this body of work reflects a
robust and evolving research landscape focused on
bridging the gap between artificial intelligence and
inclusive  design, highlighting  both  the
technological promise and societal value of deep
learning in empowering the visually impaired
peoples.

The research surveyed in this review highlights
notable advancements in assistive technologies
designed for individuals with visual impairments.
By leveraging object recognition, real-time image
captioning, deep learning, and text-to-speech
systems, these technologies have significantly
improved mobility, access to information, and
personal independence. Despite these strides,
challenges remain—particularly in terms of cost,
accessibility, and ease of use. As such, future
research should prioritize refining these systems,
broadening their availability, and promoting
widespread adoptio.

In conclusion, the literature reflects a rapidly
evolving field marked by both significant
achievements and ongoing challenges. The
continued integration of advanced deep learning
methods offers strong potential to address current
limitations and create more effective, user- friendly
solutions for document captioning. This paper aims
to build on the foundation laid by previous
research, exploring novel approaches and
methodologies to enhance document accessibility
for visually impaired individuals.

I1. Architectural Design and
Implementation Framework

In addressing the challenges faced by
visually impaired individuals in accessing and
comprehending printed documents, this research
proposes a comprehensive deep learning- based
approach for speech captioning of documents.
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A. System Overview
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Fig 1 : Conceptual Framework

The system is designed to assist visually impaired
individuals by providing detailed audio
descriptions of their surroundings or the documents
they encounter, as illustrated in Fig. . It integrates
image processing, text recognition, and text-to-
speech technologies to deliver real- time auditory
feedback of visual content. As shown in Fig 1The
process begins with capturing an image using a
high-resolution camera or document scanner, which
may include general text documents, natural image
documents, or structured image documents such as
historical records. The system first classifies the
captured image; if it is a text document, Optical
Character Recognition (OCR) is used to extract and
digitize the text, which is then summarized into
coherent information. For documents containing
both text and images, an image segmentation
module isolates visual elements for targeted
analysis. In the next phase, images within the
documents are processed using deep learning
models like ResNet50 to recognize objects and
generate descriptive captions. These captions,
along with the extracted text, are converted into
speech using advanced text-to-speech synthesis,
ensuring clarity and intelligibility. The synthesized
audio is then delivered through high-quality
speakers or headphones, enabling users to hear
detailed descriptions of their environment or
documents in real time. This comprehensive system
significantly enhances autonomy by reducing
reliance on others and providing timely, accurate
auditory information, marking a substantial
advancement in accessibility for visually impaired
individuals.

B. Research Design Architecture

The system is designed to be a portable and easy-
to-use device that visually impaired individuals can
use to read printed or handwritten text from
images. The architecture of the system consists of
several major components, including:
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As show in in Fig 2. The proposed system is
designed to convert both image scenes and textual
content from document pages into meaningful
integrates deep
image captioning with Optical
Character Recognition (OCR) and text-to-speech
technologies to create a comprehensive and
accessible solution.

This system

The workflow begins with the input of a document
page image, which may contain both graphical
scenes and textual information. The first processing
step involves applying a deep learning-based
classification model to identify and segment the
image into distinct text and non-text regions. These
segmented regions are then classified accordingly.

the visually
approach ensures that both visual and textual

For image-based regions, a scene description model
using deep learning is employed. This module
interprets the visual elements and generates natural
language descriptions of the scene. For text-based
regions, OCR (Optical Character Recognition) is
applied to extract readable text. After recognizing

Fig 2: Complete Workflow of the system

text from all segmented parts, the system combines
the extracted text in a logical sequence, maintaining
reading flow and coherence. The unified textual
description is then passed to a text-to-speech (TTS)
engine, which converts it into audible speech. The
final output is delivered through a speaker interface,
providing real-time, intelligible audio feed back to
This multimodal

impaired user.
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contents of the document are effectively
communicated, thus enhancing accessibility and
promoting independent information consumption.

C. Implementation Framework

The proposed system integrates
advanced technologies in image processing, deep
learning, and speech synthesis to provide visually
impaired individuals with an accessible means of
understanding their surroundings and reading
printed or digital text. Designed as a real-time
assistive solution, the system employs a multi-stage
methodology that begins with image acquisition
and progresses through preprocessing, text
extraction, intelligent content analysis, and audio
output generation. At the core of this workflow are
components such as Optical Character Recognition
(OCR), Convolutional Neural Networks (CNN)
including ResNet for robust image classification,
and Long Short-Term Memory (LSTM) networks
for descriptive image captioning. These modules
are supported by a powerful Text-to-Speech (TTS)
system, such as the Google TTS API, which
converts extracted or interpreted content into
natural-sounding speech.

This section outlines the complete design and
implementation  strategy  adopted in  the
development of the of the system, detailing each
phase from image capture to user feedback, and
explaining the technical choices made to ensure
accuracy, efficiency, and real-time performance.

1. Image Capture

The first step in the process is image acquisition
module, where the system utilizes a camera (such as
a smartphone camera or a dedicated portable
camera) to capture text in real-time. This part of the
design requires consideration of the camera’s
resolution, field of view, and ease of operation. The
captured image may contain:

Pure text documents
Mixed-content images (text + images)
Natural scenes or photographs with embedded text

The goal of this stage is to collect visual input
in real time, ensuring the quality is sufficient for
accurate processing downstream

2. Image Pre-processing

Once the image is captured, preprocessing steps are
applied to prepare the image for text extraction.
These steps are critical to ensure that OCR operates
accurately by removing noise, improving contrast,
and isolating text from the background. Key steps
include:

Grayscale Conversion: Reduces the image to a
single color channel to simplify processing.

Noise Reduction: Removes background clutter
using filters like Gaussian blur.

Contouring and Image Separation: Before the
actual OCR process, we apply contour detection
techniques to identify regions of interest where text
is located. Contouring helps isolate the text from
complex backgrounds, which can be particularly
challenging when reading documents with varying
text orientations or noisy backgrounds. We use an
edge detection algorithm to find boundaries of the
text areas. The system then uses these contours to
separate the text from non-text regions, ensuring that
only the relevant portions of the image are passed to
the OCR engine.

Adaptive Thresholding: It automatically adjusts
the threshold value based on the image content,
ensuring that text is clearly distinguishable, even in
uneven lighting conditions. It Converts images into
binary format for better text segmentation.

This stage prepares the image for accurate
classification and extraction.

3. Image Classification and Separation

The pre-processed image is passed through a
Convolutional Neural Network (CNN), specifically
a ResNet (Residual Network) model, for
classification and segmentation. This stage
determines whether the image primarily contains
text, visual content, or a combination of both. It
also identifies and segments the regions containing
text and those with visual elements. ResNet50, a
deep CNN leveraging residual learning, is
particularly effective for processing complex,
noisy, or low-contrast images—scenarios where
traditional OCR techniques may struggle.

4. Image Captioning (ResNet + LSTM)

For the non-text, visual regions of the image (such
as figures, photos, or scenes), an Image Captioning
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module is applied. A CNN (ResNet) used to extract
visual features from the image. ResNet is a deep
convolutional neural network known for its ability
to handle very deep networks without suffering
from the vanishing gradient problem. It works by
employing skip connections or residuals to help
gradients propagate through the network during
training. This architecture is particularly useful for
complex image recognition tasks like text extraction
from distorted or noisy images

A Long Short-Term Memory (LSTM)
network to interpret these features and generate
natural language descriptions. To translate the
extracted visual features into coherent textual
descriptions, a Long Short-Term Memory (LSTM)
network is employed. LSTMs, a type of recurrent
neural network (RNN), are well-suited for handling
sequential data due to their ability to capture long-
range dependencies and contextual information
over time. In this framework, the high-level visual
features—extracted from the preceding CNN-
ResNet architecture—are first encoded into a fixed-
length representation. This representation serves as
the initial input to the LSTM, which then generates
descriptive sentences in a step-wise manner. By
leveraging the temporal modelling capabilities of
LSTM, the system is able to produce fluent and
contextually  appropriate  natural  language
descriptions that reflect the content of the image.
This is especially beneficial for conveying semantic
details in images with complex layouts or mixed
content, thereby enhancing accessibility for
visually impaired users. This pairing (ResNet +
LSTM) allows the system to describe images in
sentence form (e.g., "A man is sitting at a desk
reading a book™)

5. OCR Implementation

Optical Character Recognition (OCR) is a crucial
component of the system, responsible for
converting the pre-processed image into machine-
readable text. The OCR process involves the
extraction of characters and words from the image,
a task that can be complex when the text is in low-
quality images or varied fonts. For OCR, we use
Tesseract, an open-source OCR engine known for
its accuracy and flexibility. Tesseract is capable of
recognizing printed text in different fonts,
orientations, and sizes. It works by comparing
image patterns to its trained data sets of character
shapes and then generating the corresponding text.
This step produces structured, editable text that can

be processed or summarized before speech
synthesis.

6. Content Fusion and Text
Summarization

The outputs from the OCR engine (text content) and
the image captioning module (descriptive captions)
are fused. If the content is lengthy, a text
summarization algorithm may be employed to
condense the information into a concise and
meaningful summary. This step ensures that only
the most relevant content is passed to the next stage
also downstream Text-to-Speech (TTS) synthesis
module receives only the most contextually
meaningful and user-relevant data, enhancing the
overall clarity and usability of the auditory feedback
for visually impaired users.

7. Text-to-Speech (TTS) Conversion and
Audio output

Once the text has been successfully recognized, the
system converts the text into speech. For this task,
we use Google Text-to-Speech API, a widely used
and reliable service known for its high-quality,
natural-sounding voice synthesis. The recognized
text is passed to the Google TTS API, which
converts it into speech in real-time. The user can
select various speech parameters such as pitch, rate,
and volume. We ensure that the speed of speech is
set at a comfortable pace for most users and offer
customization options for individual preferences.
The output is played through the device’s
loudspeaker system or headphones , which is
selected to be loud enough to be clearly heard in
various environmental conditions. Additionally, the
system uses automatic volume adjustment based on
ambient noise levels, ensuring that the speech
output remains audible to the user.

8. User Interface (Ul)

The user interface is designed to be intuitive and
accessible for visually impaired individuals. The
system’s interaction is minimal to ensure ease of use,
and auditory feedback plays a central role. The
device features a single button for image capture.
Once the button is pressed, the system provides an
auditory confirmation of the action, and the user is
informed when the text is ready to be read aloud.
The device offers clear and consistent voice
prompts throughout the process.
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9. Technologies and Tools Used:

Sr. No. [Component Technology

1 Image Capture High-resolution camera/scanner

2 Image Preprocessing OpenCV

3 Classification CNN, ResNet50

4 Text Detection & Recognition Tesseract OCR

5 Image Captioning CNN + LSTM Architecture

6 Semantic Interpretation LSTM (Long Short-Term Memory)

7 Text-to-Speech (TTS) Google Text-to-Speech API

8 Audio Output Speaker or headphones

9 Programming Language Python

10 Frameworks & Libraries TensorFlow, PyTorch, Keras
V. Experimental Setup and Hardware A. Hardware Assembly

Configuration

The experimental setup for the proposed deep
learning-based speech captioning system s
carefully designed to ensure high usability, cost-
effectiveness, and real-world applicability for
visually impaired users. The integration of modular
hardware with an optimized software interface
allows for seamless image acquisition, processing,
and speech synthesis in an accessible and portable
format.

The process of acquiring and analysing document
images for the purpose of text recognition and
speech captioning is an essential element of our
system.to full fill the basic need of user we
prepared Hardware Assembly. At the heart of this
system lies a thoughtfully engineered hardware
assembly that emphasizes portability, stability, and
ease of use.

Figure 3. Hardware Assembly
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Figure 4 : Adjustable height and position for Camera Position in Upward —Downward direction and left right
Direction

Figure5: Foldable Hardware Assembly Design

The physical structure consists of a robust
plywood base, measuring 18 inches by 12 inches,
providing a stable foundation for mounting
components. The framework is constructed using
stainless steel rods, selected for their durability,
lightweight nature, and corrosion resistance,
ensuring longevity and structural integrity even
under frequent handling.

To support diverse use scenarios, the system
includes an adjustable camera  mounting
mechanism, which allows movement in upward—
downward and left-right directions. This flexibility
ensures that users can position the camera to suit
varying document sizes, lighting conditions, and
ergonomic preferences. The mobile phone camera
is centrally mounted and functions as a high-
resolution image acquisition device. The adjustable
stand enhances alignment accuracy, enabling the
capture of clean and legible document images—
critical for downstream OCR and captioning tasks.

Fig. 3, Fig 4 and Fig 5 illustrate the hardware
architecture, highlighting its foldable design,
camera adjustability, and user-friendly assembly,
which collectively contribute to the system’s
mobility and practicality. The entire unit can be
disassembled and folded into a compact
configuration, making it easy to transport and store.
This design is particularly beneficial for
applications in home, educational, workplace, and
public library environments.

The core components of the hardware setup
include:

Camera Module: A mobile phone with a high-
resolution camera is used for document capture.
The phone is mounted securely on an adjustable
stand, enabling precise control over camera
alignment and focus.

Base Platform: Crafted from plywood, this base
provides a non-slip, stable mounting surface for
both the stand and the document to be captured.

Adjustable Stand: Constructed with stainless steel,
this stand allows for manual height and angle
adjustments to optimize the camera’s position
relative to the document.

Host System (Laptop/Desktop): The host system,
either a laptop or desktop, handles core tasks such
as image processing, OCR, caption generation, and
text-to-speech conversion. It requires a minimum
configuration of an Intel i3 6th Gen processor, 4
GB RAM, USB connectivity for camera input, and
audio output via speakers or Bluetooth headphones.
Internet access via Wi-Fi or LAN is recommended
for cloud-based TTS services.

The system features a high-resolution mobile
camera on an adjustable stainless steel stand with a
stable plywood base. Its foldable, lightweight
design ensures easy transport and setup. The
adjustable mechanism allows precise image
capture, improving OCR and caption accuracy.
Compatible with  standard computers and
supporting both wired and wireless audio, it offers
a cost-effective, user-friendly, and portable solution
for visually impaired users.

5.2 Software Interface

The software interface is a critical component of
the proposed speech captioning system, enabling
seamless interaction between the hardware and the
user. Designed with accessibility and modularity in
mind, the interface orchestrates multiple processing
stages—from image acquisition to audio output—
through an integrated pipeline.
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The processing begins with document text
recognition, leveraging  optical character
recognition (OCR) engines to extract readable text
from captured images. Simultaneously, image
recognition is performed using contour detection
following the initial recognition stages, the system
employs a hybrid deep learning model comprising
Convolutional Neural Networks (CNNs), Residual
Networks (ResNet), and Long Short-Term Memory
(LSTM) networks. CNNs and ResNet architectures
facilitate robust visual feature extraction, even
under challenging conditions such as low contrast
or noisy backgrounds. LSTM networks are then
used for caption generation, effectively modelling
temporal dependencies to produce descriptive,
context-aware textual outputs. The final output is
handled by the Text-to-Speech (TTS) module,
which transforms both OCR-extracted text and
generated image captions into natural-sounding
speech. This audio output is delivered through
headphones or speakers, providing an intuitive and
inclusive experience for visually impaired users.
The software interface supports interaction through
simple keyboard or voice commands and is
optimized for real-time processing on standard
computing systems.

This integrated software design ensures high
performance, adaptability, and user accessibility,
making it well-suited for visually impaired
individuals.

V. Dataset Description

This study employs two distinct datasets to support
the development and evaluation of the proposed
speech captioning system for visually impaired
individuals. The datasets include both a publicly
available benchmark dataset for image captioning
and a custom dataset curated from educational
resources. Together, they enable comprehensive
training and testing of various components of the
system, including image recognition, caption
generation, and speech synthesis.

A Image Document Dataset Preparation

To evaluate the effectiveness of the proposed
speech captioning system, a custom dataset
comprising 100 image-based document samples for
global scene was curated. Each document in the
dataset contains a combination of textual content
and embedded images, simulating real- world
educational and informational materials. The
documents were captured using a high- resolution
mobile camera under varied lighting conditions to

ensure diversity and robustness in input quality.
This dataset served as a critical resource for system
testing, performance evaluation, and model tuning,
ensuring that the proposed solution effectively
handles complex, multimodal content encountered
in practical scenarios by visually impaired users

B. Flickr8k Dataset

The Flickr8k dataset is widely recognized in the
field of image captioning and is utilized in this study
for training and validating deep learning models. It
contains approximately 8,000 images, sourced from
the Flickr photo-sharing platform, encompassing a
wide range of real-world scenes and objects. Each
image in the dataset is annotated with five human-
generated  captions, offering diverse and
contextually rich descriptions that enhance model
learning and generalization.

The dataset is organized into two primary folders:
Flickr8k_Dataset, which contains the image files,
and Flickr8k_text, which includes the annotation
files. The key file, Flickr8Kk.token, maps each image
to its corresponding captions. The dataset has a
total size of roughly 1 GB, and its structure is
optimized for use with deep learning frameworks.

In this work, the Flickr8k dataset serves as the
foundational resource for training the image
captioning  pipeline.  Convolutional ~ Neural
Networks (CNNSs) and Residual Networks (ResNet)
are used to extract image features, while Long Short-
Term Memory (LSTM) networks generate
descriptive captions. The high-quality annotations
and moderate dataset size make Flickr8k
particularly suitable for experimentation and
benchmarking of caption generation models.

C. Model Training and Evaluation

For model training, we applied a series of data
augmentation techniques, such as image rotation,
scaling, and cropping, to simulate challenging
visual environments and increase the robustness of
the model. The fine-tuned ResNet was then trained
on the augmented dataset and integrated into our
OCR system. During testing, the enhanced model
demonstrated significantly improved performance
in recognizing complex and low-quality textual
content, leading to more accurate and reliable
speech captioning. This improvement is crucial for
delivering consistent and meaningful audio
feedback in assistive applications designed for
visually impaired individuals
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VI. Results and Discussion

The experimental results demonstrate that the
analysis of sample documents involves three

primary components: text recognition, image
recognition, and the integration of these outputs
with respect to no of words and no of images.

305, 3 young man, s busdled up in 2 thick, knused winter ¢ap that covers his ears and
Keeps the chill at bay. His dark Bair pecks ous from underneath the cap, framing bis face. He
wears 3 comfortable sweater, s woollen texture 3dding (0 the cory| ambiance of the coffee

0 bis right hand, be holds 3 pen, twrling it bsently betweea his fingers s he gazes out the
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Sample input Image 1
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Keeps the chill at bay. His dark hair pecks out from underne|

a young nman, is bundled up in a thick,

O/P 1 — OCR Text Recognition

and

This is an image showing man in black coat .

11

O/P 2- Image Recogni

tion

Total words detected
Total number of images in the page are 1

Process finished with exit code ©

242

O/P-3 Image and word count

Fig 6. Text , Image recognition and Caption Generation for Sample Document 1
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Rally

In celebration of Vijay Diwas, the spirit of empowerment came alive through the "Nari |
Sashaktikaran Women Motor Rally'—a two-day event dedicated to honouring the bravery of
the Indian Armed Forces and promoting women's empowerment. The rally was flagged off

O/P 1 - OCR Text Recognition

=
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O/P 2- Image Recognition

=

Total words detected 282

Total number of images in the page are

Process finished with exit code ©

1

Sample input Image 2

O/P-3 Image and word count

Fig 7 : Text, Image recognition and Caption Generation for Sample Document 2

To enhance text recognition performance, the
ResNet model was fine-tuned using the Flickr
dataset, which provided a diverse range of textual
images for improved generalization. The system's
output is categorized into three segments—Output
1 extracts and displays the recognized text, Output
2 identifies and classifies the images within the
document, and Output 3 summarizes the total
number of words and images detected as shown in
Figure 6,7

For evaluation, two sample documents Fig 6,7 were
analysed. Sample Document 1 contained 242 words
and 1 images, while Sample Document 2 included
282 words and 1 image. These results validate the
effectiveness of the Flickr dataset in supporting
robust and accurate document analysis, essential to
generate meaningful speech captions for visually
impaired user
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The obtained results are stored in a designated
folder as distinct output files in the English
language. Both image and text recognition outputs
are saved as text files with the ".txt" extension.
Specifically, the results from the text recognition
process are stored in a file named "MyFile.txt"
within the system. These results highlight the

effectiveness of the implemented text and image
recognition  techniques, demonstrating their
capability to extract meaningful content from
complex document layouts. This significantly aids
in the comprehension and analysis of the document
content.
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Albums

Nothing to show here. Try a different filter
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Fig 8: Speech Output

The final stage of the process involves generating
an audio output fig 8, which can be played through
headphones or speakers. This synthesized audio is
produced by converting the recognized text and
image captions into speech, offering a seamless
auditory experience. The purpose of this audio
feedback is to convey document information in a
clear and accessible format for users, particularly
those who are visually impaired. By delivering the
output audibly, the system ensures inclusive access
to textual and visual information, making it easier
for users with diverse needs to interact with printed
content in an intuitive and user-friendly manner.

A. Performance Evaluation and result analysis

The performance of our model can be
evaluated with separate detection of word and
images.

1) Word Detection Performance Evaluation

To evaluate the effectiveness of the proposed
system in detecting textual elements from
document images, a comprehensive performance
analysis was conducted. The evaluation includes
both graphical analysis and quality assessment of
the detected words. Figure 9 presents a line chart
that compares the manually annotated word count
with the automatically detected word count for
each selected document page within the dataset.

The comparison illustrates the system’s capability to
approximate the actual number of words presenton a
given page.

Across multiple pages, the detected word count
closely aligns with the manual word count,
indicating a high level of accuracy in text detection.
Although minor deviations are observed in some
cases, the overall trend confirms the robustness
of the detection module in various layout
conditions. In addition to graphical analysis, a
quality check test was performed on the detected
words to assess recognition fidelity. The results
support the conclusion that the system can reliably
detect and count words from scanned documents,
an essential step toward generating accurate and
context-aware speech captions for visually
impaired users.
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Quality Check Test for Word Detection

Once the word detection process for each
document is completed, the system's performance is
evaluated through a Quality Check Test based on
the percentage error between the detected word
count and the manually annotated ground truth. This
error rate serves as a direct measure of the accuracy
and precision of the detection process. A lower
percentage error indicates a closer match between
the detected and actual word counts, reflecting
higher detection fidelity. The evaluation was
conducted on a dataset comprising 100 document
pages. Results show that 86% of the documents
achieved a word detection error rate of less than
7%, demonstrating a high level of accuracy across
most of the dataset. 8% of the documents exhibited
an error rate between 8% and 15%, suggesting a
reasonable degree of accuracy with some potential
for refinement. The remaining 6% of documents
had an error rate exceeding 15%, indicating more
significant discrepancies in word count detection.

These findings confirm that the proposed
system is capable of accurately detecting words in a
variety of document layouts and quality conditions.
The high percentage of documents with low error
rates underscores the model’s reliability and
suitability for downstream tasks such as speech
captioning and audio narration for visually
impaired users.

2) Image Detection Performance Evaluation

The performance evaluation of the image
detection component is carried out through both
graphical analysis and a quality check test. Figure
10 presents a line chart that illustrates the
comparison between the manually counted and
automatically detected number of images for each
selected document page within the test dataset. This
visual representation highlights the system’s ability
to identify and count images accurately across a
variety of document layouts. In most cases, the
detected image count closely approximates the
manually verified values, indicating a high level of
precision in image detection. These results suggest
that the system is effective in locating embedded
visual elements within documents, a critical step in
enabling meaningful content narration and
interaction for visually impaired users.
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Quality Check Test for Detection of Images:

A critical aspect of evaluating the system’s
performance involves verifying its ability to
accurately detect and count visual elements
embedded within document pages. To assess this, a
quality check was conducted by comparing the
system’s detected image count against manually
annotated ground truth values across a dataset of
100 documents.

The results demonstrate a strong alignment
between the detected and actual number of images
in many cases. Specifically, 77% of the documents
exhibited no discrepancy between the system's
output and manual counts. A smaller subset of
documents showed minor deviations, with 14%
differing by one image, and 9% showing greater
discrepancies.

These findings confirm the system’s high
reliability in identifying image content, which is
crucial for enabling comprehensive and context-
aware document narration for visually impaired
users. The overall accuracy in image detection
supports the integration of this module into broader
assistive reading solutions.

3) Caption Detection / Generation Performance
Evaluation

The evaluation of caption generation is
performed through both graphical analysis and a
comprehensive quality check for generated
captions. Figure 11 presents a chart comparing the
detected image counts with the generated captions

for each selected document page.

The results reveal that the caption generation
process achieves a high degree of accuracy, with the
captions closely aligning with the corresponding
images in most instances. This indicates the
effectiveness of the captioning mechanism in
accurately describing the content of the images,
demonstrating its potential to provide meaningful
and context-aware captions for visually impaired
users.
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Quality Check Test for Caption Generation

Evaluating the system’s ability to generate
accurate and contextually appropriate captions for
recognized images is a key aspect of assessing
overall caption generation performance. To this
end, a Quality Check Test was conducted to
measure the alignment between automatically
generated captions and manually verified
references. This evaluation focused on the semantic
and contextual relevance of the captions in relation
to the detected images.

The results were categorized based on the
degree of alignment and accuracy. Captions were
classified as: (1) accurate, where the generated
caption fully matched the expected description; (2)
minor errors, where captions contained slight
inaccuracies or omissions but retained general
relevance; and (3) irrelevant, where the generated
content did not correspond meaningfully to the
image.

The analysis was performed on a collection of
image-containing documents. The results indicate
that 79% of the documents produced accurate
captions, 10% included captions with minor errors,
and 11% resulted in irrelevant captions. These
findings affirm the system’s capability to generate
reliable and context-aware image descriptions,
which is essential for supporting document

accessibility and enhancing the user experience for
visually impaired readers.

B. Discussion

The evaluation of the proposed system on a
curated dataset has delivered promising results,
underscoring its effectiveness in accurately
recognizing both textual and visual content within
documents. Tested on a dataset comprising 100
pages featuring diverse layouts and rich content of
both text and images, the system achieved an
impressive 94% accuracy in text recognition , 91%
in image detection and 89% for Caption Generation
, with a tolerance of up to 15% error for text , one-
image discrepancy for images and with minor error
Captions. These outcomes highlight the system’s
ability to efficiently process and extract essential
information from complex educational material.
Overall, the system demonstrated reliable
performance in identifying and interpreting printed
text and embedded images, paving the way for
precise and efficient narration in producing
meaningful, content-aware descriptions , an
essential step in enhancing the accessibility of
educational documents for visually impaired users.
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VII. Conclusion and Future Work

This study presents a deep learning-based
system for enhancing document accessibility for
visually impaired users through automated image-
to-text conversion, image detection, and caption
generation. Leveraging Convolutional Neural
Networks (CNN) and Long Short-Term Memory
(LSTM) architectures, the system demonstrated
strong performance across key tasks, achieving
94% accuracy in text recognition, 91% in image
detection, and 89% accuracy in generating
contextually relevant captions. The solution was
implemented and evaluated on a global document,
highlighting its practical applicability in real-world
scenarios.

The integration of these components into a
user-centric hardware interface further emphasizes
the system’s potential as an assistive tool. Future
work will focus on refining deep learning models
for improved semantic understanding, optimizing
the physical design for usability, and incorporating
real-time feedback from visually impaired users to
drive iterative improvements. These directions aim
to strengthen the system’s role in promoting digital
inclusion and supporting independent access to
printed materials.
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