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Abstract: The rising use of automated data integration in vital fields, such as healthcare, finance, and government, has 

created concerns about reliability, visibility, and who is accountable. While explainable artificial intelligence is making 

progress, most strategies are still focused on classification tasks and don’t consider the complete process of fusing different 

types of data, from aligning schemas to matching entities and prioritizing sources. This paper offers a comprehensive 

framework that ensures explanations can be applied during key steps of data integration, with a taxonomy that splits 

explanations into source-level, schema-level, and instance-level. This architecture is built based on information provenance 

and causal inference. It brings together symbolic logic, neural models, and post-hoc explanation tools such as SHAP and 

LIME. We introduce several new assessment metrics—such as Explanation Fidelity Delta and Trust Alignment Score—and 

put forward a set of tests to be used as a benchmark. Implementing this approach in healthcare has shown that it improves 

decision-making accuracy, and models still perform strongly. Research outcomes help establish trustworthy and clear data 

fusion systems that address both ethical demands and demands from regulations. 
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1. Introduction 

Data integration (DI) systems are now widely used 

in healthcare, finance, and smart infrastructure, 

which need solutions that can handle large volumes 

of data. Due to the rise in different data types, 

making decisions now relies on combining 

structured, semi-structured, and unstructured data 

from a wide range of resources. Using automated 

data integration has been central in areas like 

linking patient records, assessing financial risks, 

designing cities, and many other uses (Adadi & 

Berrada, 2018; Gunning et al., 2019). Many 

stakeholders are still unaware of how data fusion 

actually works. Many times, these integration 

systems operate as black boxes, without sharing 

how the decisions are made. A lack of 

explainability can severely affect how trustworthy, 

equitable, and reliable the reliance on such systems 

becomes, and this is especially true when these 

systems have major impacts (Ribeiro et al., 2016; 

Marcus & Davis, 2019). 

While progress has been achieved in making 

classification and prediction models interpretable, 

the uniqueness of automated data integration 

pipelines still lacks adequate explainability. Unlike 

most machine learning methods, DI goes through 

stages, where each results in additional uncertainty 

and risk of bias. Existing XAI methods can explain 

decisions when used alone, but they struggle to 

trace and explain decisions in complex fusion 

workflows. Because of this issue, users may trust 

the system less, and authorities will have more 

difficulty maintaining accountability for any 

negative outcomes caused by the system. 

This research was necessary to tackle the gap 

highlighted in the paper. So far, there is not a 

formal way to organize explainability or a 

framework that covers all phases of the process 

where data is combined. This raises the question of 

how these systems can promote explainability 

without affecting their ability to work effectively 

and efficiently. Which forms of explanations, such 

as describing data sources or schemas or each data 

record, help users trust and understand the system 

more? 

The article highlights five main contributions to 

answer these questions. It starts by creating a 

formal taxonomy for explainability in data 

integration, including concepts such as information 
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flow and data provenance. Furthermore, it presents 

a modular way to add XAI features to data fusion, 

placing them at the source, schema, and instance 

levels. Next, it introduces several original measures 

called Explanation Fidelity Delta and Trust 

Alignment Score which help determine the quality 

of the explanations. It lays out a particular dataset 

and task structure to test explainability in fusion 

systems, which helps address a problem in current 

methods. Finally, this approach was used in a 

healthcare-related application to review the impact 

of explanation on trust, performance, and user 

engagement. 

The authors aimed to help educate and improve 

data fusion via clear explanations and to put 

forward a trustworthy, ethical, and transparent 

guidance system. 

2. Related Work and Theoretical Background 

2.1 Overview of Data Integration and Fusion 

Combining data from different sources is still one 

of the main challenges in creating smart machines. 

To achieve this objective, processes such as entity 

matching, schema alignment, and knowledge 

fusion are important in uniting several datasets into 

one unit. They are especially important in situations 

where information needs to be collected from many 

platforms with various types of terms and formats. 

But facing these challenges, such as different types 

of data, the same repeated records, missing parts, 

and confusing words, makes it difficult to 

accomplish these tasks. A difficulty in entity 

resolution is that fields may have errors or be 

missing (Martens & Provost, 2014). Aligning 

schemas must also deal with the issue of data 

model, attribute names, and hierarchy, since these 

differences can make the process tricky. 

Even though modern data integration systems are 

very technical, their decision-making processes are 

typically hidden. It is generally hard for users to see 

how a pipeline works because it operates behind 

the scenes. Because integration tools often use 

black-box technologies, it is hard for users to 

question the underlying processes and outcomes. 

However, when combining various types of data, 

these systems may be effective, but they still do not 

explain their workings in detail or how 

relationships are established. The lack of link 

between how these systems function and what they 

mean hinders them from being used more widely, 

especially in situations where rules are strict. 

2.2 Explainable AI: Models, Methods, and 

Limitations 

Due to the difficulty in understanding machine 

learning models, XAI has been designed to offer 

ways of explaining the way these algorithms make 

decisions. This field makes a distinction between 

two main types of explanation: local and global. 

Using methods like LIME or SHAP, local 

explanations help understand why a single 

prediction was made (Lundberg & Lee, 2017). 

Global explanations, by contrast, seek to give a 

broader picture of how a model works by using 

approachable and interpretable models, for 

example, decision trees or linear regression. A 

model is specific when it works for a particular 

model, but agnostic if it can be applied to a wider 

variety of techniques (Doshi-Velez & Kim, 2017). 

XAI is gaining popularity with users in computer 

vision, NLP, and diagnostic applications in 

medicine. For computer vision models, diversity 

maps and gradient-based techniques are used to 

visualize which areas in an image affected the 

decision (Samek et al., 2019). Attention 

mechanisms in NLP are commonly used to decide 

which bits of input were significant to the model 

during processing. Researchers have developed 

models like RETAIN that can give interpretable 

and timely predictions about patient outcomes in 

healthcare (Tjoa & Guan, 2020). While the 

development of these tools has advanced our ability 

to interpret deep learning models, they are mostly 

used where data is easy to structure and tasks 

involve prediction, not integration or relatedness. 

2.3 Gaps in Explainability for Data Integration 

While explainability is very important in AI, it is 

still not widely used in data integration. Existing 

XAI tools mainly explain how predictions are 

made, but are less equipped to explain the 

reasoning needed for integration tasks. One 

example is the absence of specified methods to 

illustrate how schemas are matched and conflicting 

data from various sources is handled (Gilpin et al., 

2018). There are no tools that visibly show how the 

integration or matching logic works or help spot 

errors in it. 

The field has yet to set standards for reviewing the 

quality of explanations during the process of 

integrating data. Even though metrics for fidelity 

and comprehensibility exist, they are challenging to 

apply to integration systems since their outputs 
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consist of merged sets of data rather than simple 

predictions. Because we lack clear guidelines and 

measurements, it is challenging to judge the 

effectiveness of explainability in different systems 

or contexts. At this point, while experts still expect 

explainability in DI, most systems fail to include it, 

leaving the development of accountable and 

transparent AI behind (Vilone & Longo, 2020). 

3. A Formal Taxonomy of Explainability in Data 

Integration 

When merging data, one must handle many steps, 

including choosing the data sources, matching their 

schemas, and joining records. With these phases, 

each layer of thinking on the AI system brings 

about its own requirement for transparent handling. 

This section introduces a formal taxonomy of 

explainability designed for use in automated data 

fusion. These explanations are divided into three 

types depending on the decision level in the 

integration: source-level, schema-level, and 

instance-level. This framework structures the 

process of embedding interpretability into fusion 

systems by considering information provenance, 

entropy, and causal reasoning along with each 

level. 

At this level, we explain which data providers are 

trusted based on factors such as accuracy and 

reliability. In systems that manage sensitive or 

controversial issues, people must be able to see 

why trust is assigned as it is. When two sources are 

used and the details differ, the system must make 

clear which was given priority and the reason 

behind the decision. Metrics involved may include 

how complete the data is, if the history is correct, 

or how often it gets updated. Having transparency 

at this stage makes it possible for industries like 

law, medicine, or journalism to confirm that the 

information remains unchanged (Wachter et al., 

2017). 

When it comes to the schema level, you need to 

explain how attributes are aligned between 

datasets. In schema matching, a system decides if 

the same information is represented in different 

data fields based on its learning from data 

distribution patterns, names used, and what items 

appear together. However, their internal workings 

are often too complex to understand. For this 

purpose, attention-based models or schema 

matchers based on rules can be applied to help 

users inspect the aspects that affected the 

alignment. Thanks to these explanations, domain 

experts can properly evaluate and correct any 

issues. 

The instance level handles making decisions during 

matching or linking of data records, determining if 

two entries describe the same object. At this point, 

explanations usually consist of explaining which 

details, such as name, birthday, or place, were most 

important in the outcome. SHAP and LIME are 

suited to this purpose as they can identify and 

quantify how each input variable contributes to a 

model’s output. It is necessary to provide 

transparency at this level since mistakes in domains 

like healthcare or finance can be very important. 

There are some main concepts and theories guiding 

this taxonomy. The core of source-level 

explainability lies in information provenance, 

which ensures we can track data sources and the 

ways it is changed in the system. At these two 

levels, Shannon entropy can be used to determine 

the uncertainty involved in a system’s decision and 

its confidence level. As explained by Pearl (2019), 

this theory takes this concept further by supporting 

explanations that link outcomes to their causal 

factors. Because of these foundations, the 

taxonomy can be used for both description and 

analysis. 

Besides, the framework stresses how modality 

matters in explaining content. It depends on the 

circumstances whether explanations should be 

detailed using text, presented logically, shown with 

graphics, or offered through interactive tools where 

users can explore various situations (Zhang et al., 

2019; Biran & Cotton, 2017). As an example, a 

data scientist may ask for top features, while a 

compliance officer might request a summary 

explaining the records linked together. 

A well-established and three-layered system for 

XAI within automated data fusion can guide the 

implementation process. The tool provides relevant 

explanations based on what various groups need 

and want, making it easier to be transparent and 

accountable. 
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Figure 1: Visual representation of the three-level taxonomy with tool mappings (e.g., SHAP → instance 

level; attention → schema level; source scoring → source level), and annotations indicating which 

theoretical principle (e.g., provenance, entropy, causality) underpins each. 

 

4. XAI-Integrated Architecture for Automated 

Data Fusion 

Developing an explainable system for handling 

data needs a fresh approach to pipeline architecture. 

Existing integration pipelines mainly focus on 

speed and scalability, but not on providing ways for 

users to review or question the decisions made 

during the process. The section recommends using 

a modular structure that makes explainability a part 

of each important element in the system. By 

making the technical aspects comprehensible to all 

parties, it becomes clear to everyone how the 

system handles different evaluation points. 

The model structure is split into five sections: data 

import, preprocessing, relationship matching or 

linkage, fusion, and explanation. At the data 

collection stage, information is gathered from many 

different and diverse sources. Next, the data is 

checked and arranged in a similar format before it 

is used. The purpose of this phase is to make 

relevancy connections between data records with 

the use of entity resolution or matching tools. At 

the fusion stage, the outputs from prior stages are 

used to make decisions on how the records get 

merged, merging conflicts are resolved, and values 

are tied together. Finaly, the explanation layer 

provides an explanation for all the steps taken in 

the process, allowing users to see and understand 

every decision made. 

One important feature of this model is the 

placement of points where explainability tools and 

logic can be injected. For example, attention-based 

modeling helps to point out what features or token 

correspondences played a role in the alignment of 

fields. Heatmaps or score matrices can show us 

how algorithms interpret the connections between 

two schemas. In the process of matching records, 

local explanation tools like SHAP or LIME enable 

you to determine how much a feature such as 

similarity in names, location, or birth dates played 

into the resulting correlation between records. Such 

systems make it possible for users to see and 

review specific explanations for problems in real 

time. 

The software architecture includes features that 

assign reliability scores to the incoming data. The 

scores can be based on how accurately data is 

recorded, how frequently it is updated, how much 

data exists, or on various other user-chosen criteria. 

With transparent signs that show the quality and 

risk of sources, users can more easily evaluate the 

information they find in the system. This feature is 

very important in fields such as journalism, where 

checking the credibility of a source matters a lot, or 
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in healthcare, where different clinical findings must 

be reviewed. 

By including different modeling techniques, the 

system can maintain balance between 

understanding and forecasting. At one extreme, 

approaches such as rules and ontologies are used to 

ensure good traceability and clear reasoning. Such 

components are valuable for modeling the 

knowledge of the domain and its constraints as 

explained by experts. Ensemble models are helpful 

in situations where it’s important to find patterns in 

data with lots of attributes. For increased clarity, 

difficult models are used with straightforward 

models, such as decision trees or logistic 

regressions, that interpret and explain their actions. 

By combining these two strategies, the system 

performs well and is still easy for humans to 

understand. 

Adding an NLG layer, powered by large language 

models, is an optional but future-oriented feature of 

this architecture. The goal is to make complex and 

technical outputs clear and simple for any reader. 

For example, instead of a matrix that shows SHAP 

values, the system may write: “The record was 

brought together because the name, date of birth, 

and past hospital visits were similar.” This design 

makes the system understandable to a diverse 

group, including clinicians, policymakers, and data 

users (Lipton, 2018). 

In essence, this approach goes further than simply 

explaining results by building in explanations all 

along the process. By making each stage of the 

process easy to understand and offering several 

modes of explanation, the system builds trust, 

transparency, and encourages greater participation 

in automated solutions. 

 

Figure 2: Modular pipeline diagram showing each stage—Ingestion, Preprocessing, Matching, Fusion, 

Explanation—annotated with explainability injection points and tool mappings (e.g., SHAP at matching, 

attention at schema alignment, symbolic logic in fusion rules). 

 

5. Evaluation Metrics for XAI in Data 

Integration 

When evaluating how XAI helps with data 

integration, many factors have to be considered. In 

regular machine learning methods, performance is 

defined by accuracy or precision, but for 

Explainable Integration Systems, it involves 

checking transparency and uniformity in their 

explanations. The explanation should keep up with 

the technical aspects of the model’s decision while 

at the same time being easy to understand by 

people. As this right becomes more significant, 

following regulations stands out for anyone 

interacting with AI. In this section, we define a set 

of unique-to-XAI evaluation metrics that are useful 

for assessing the usefulness and trustworthiness of 

the data fusion system. 

The metric called Explanation Fidelity Delta (EFD) 

plays a crucial role in technical discussions. This 

indicator compares the quality of the explanation to 

the real inner logic of the model. Understanding the 

model with such help is important in situations 

where a decision tree or linear model is used to 

explain complex behavior. If the EFD score is low, 

the user is seeing a true reflection of what the 

model does. At the same time, a very high EFD 

could mean the explanation is too general or may 

mislead someone, leading to wrong conclusions 

from insufficient information. 
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Evaluation should also be consistent over time. The 

ECI is intended to determine if the same inputs lead 

to the same explanation. This factor is often 

necessary in integrating data, as tiny differences in 

source data or how the attributes appear may 

change the outcome of matching. Being able to 

measure ECI gives information about the reliability 

of the explanation mechanism, especially for 

scenarios requiring fast, repeatable results. With 

this, differences between explanations may point to 

problems in the model, allowing for better 

maintenance and debugging. 

As well as testing the technical aspects, the human 

angle of XAI also needs to be assessed. TAS 

measures to what extent the generated response 

meets user expectations or the standards in the 

field. Trustworthiness and clarity are usually 

checked by asking users to rate explanations after 

going through them. Having a good TAS score 

highlights that people understand and trust the 

solutions given by the system. Another measure, 

the Cognitive Load Index (CLI), aims to record 

how much the user’s mind is working while 

processing the explanation. People may measure 

this by carrying out experiments and evaluating the 

results using timing, how many errors occur, and 

what people say about the explanation afterwards. 

The goal is to keep information easy to understand 

while providing all the necessary facts. 

In terms of regulations, transparent explanations 

are no longer only an ethics matter or about 

usability; they are now legally required. Individuals 

affected by such systems are granted the “right to 

explanation” according to the GDPR. This 

framework suggests using a scoring system to see if 

explanations meet the requirements for 

transparency stated in law. It means the system has 

the features that let users find out the source of 

data, understand how decisions are made, and 

question or contest those decisions if required 

(Goodman & Flaxman, 2017). The inclusion of 

these assessments in the process means that 

systems are both technically valid, user-focused, 

and legally up-to-date. 

Utilizing machine- and human-focused aspects, 

these assessment methods build a broad framework 

for assessing the effectiveness and reliability of 

explainable integration systems. Trust, utility, and 

compliance are measured by each metric, and 

explanations are included to ensure that the data 

pipeline is both transparent and responsible. 

 

Table 1: Overview of Proposed Evaluation Metrics 

Metric Purpose Measurement Method 

Explanation Fidelity Delta 

(EFD) 

Quantifies how accurately the explanation 

reflects model logic 

Model–surrogate comparison using 

local perturbations 

Explanation Consistency 

Index (ECI) 

Measures explanation stability across 

similar inputs 

Pairwise similarity of explanations 

across test inputs 

Trust Alignment Score 

(TAS) 

Assesses user alignment and confidence in 

explanations 

User study ratings and Likert-scale 

responses 

Cognitive Load Index 

(CLI) 

Evaluates mental effort required to 

interpret explanations 

Task completion time + post-task 

questionnaires 

Regulatory Compliance 

Score 

Determines adherence to legal “right to 

explanation” norms 

Checklist based on GDPR and similar 

frameworks 

 

6. XFusionBench: A Benchmark for Explainable 

Data Fusion 

A difficulty when advancing explainable AI with 

data integration is that there are no standard ways 

to assess progress. While many benchmarks exist 

for prediction tasks such as classification and 

regression, there are not as many for explainable 

data fusion. The goal of this article is to overcome 

this gap by introducing XFusionBench, which is a 

benchmark designed to test AI integration systems. 

XFusionBench allows for controlled testing and 
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makes it easy to compare and report results for 

different tasks that require explanations. 

XFusionBench’s benchmark data includes three 

main elements, which represent varying degrees of 

model complexities. One of the resources is based 

on DBpedia, a project where people add and 

organize information from Wikipedia. The dataset 

reflects the challenges of dealing with inconsistent 

and ambiguous information common in real-world 

knowledge graph tasks. The dataset from the 

second source, AMiner, faces difficulties in entity 

resolution due to authors with similar names, 

aligning affiliations, and multiple publication 

venues. Finally, a synthetic healthcare dataset was 

made to look like patient records collected from a 

variety of clinics, hospitals, and devices. 

Intentional data problems, like missing 

information, misdiagnoses, redundant records, and 

purposely added noise are all present in this 

synthetic data. 

XFusionBench focuses on assessing how well a 

system integrates with other parts, as well as how 

clear its explanations are. The first task calls for 

systems to find the connections between entities 

and explain their decisions for every match or non-

match. When combining or separating records, it is 

important for people to give a reason—such as 

using the same name, date of birth, and postal code 

to identify the link or separation. Here, the task is 

to map attributes between two datasets and explain 

why this mapping was made. A good rule for 

matching “PatientID” to “CaseNumber” should 

rely on various techniques, with supporting 

explanations. The final task examines the reliability 

of different sources and gives justifications for 

these assessments. Explanations here must talk 

about why one source was preferred over another 

when they differ. 

XFusionBench ensures fairness in the rating by 

applying a structured method based on three main 

performance areas. The first level is called 

explanation fidelity, which looks at how precisely 

the model’s reasoning is captured in the language 

that explains it. Trust gain from users is assessed by 

conducting user experiments or simulating the user 

experience to determine the impact of explanations 

on their confidence. The final metric is latency, 

which measures the time taken to produce and 

present explanations in real time, important for 

applications where splitting less than a minute 

could cause issues. This approach makes sure that 

systems in the leaderboard are ranked based on 

their precision, usefulness, and timeliness, as well 

as their straight results. This design fosters 

creativity in both how well models learn and how 

they work with humans. 

XFusionBench is important for explainable AI 

because it connects real problems with 

straightforward metrics. It ensures research is 

repeatable, supports setting standards, and assures 

the reliability of data fusion systems. Basically, this 

test is useful for evaluating new techniques and 

encouraging greater accountability with AI.

 

Table 2: Overview of XFusionBench Components 

Component Source Key Features Purpose 

DBpedia Subset 
Public knowledge 

graph 

Semantic heterogeneity, inconsistent 

labels 
Schema alignment evaluation 

AMiner Dataset Academic records 
Author ambiguity, record duplication, 

affiliation conflicts 

Entity linkage with 

explanation 

Synthetic 

Healthcare 

Simulated medical 

records 

Noisy entries, missing fields, cross-

source conflicts 

Realistic testbed for multi-

modal fusion 

Task 1 
Linkage + 

Justification 
Match records and explain decisions Fine-grained interpretability 

Task 2 Schema Matching 
Align fields across datasets with 

rationale 
Attribute-level transparency 

Task 3 Source Trust Scoring Justify source prioritization in Provenance-based 
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Component Source Key Features Purpose 

conflicting data scenarios explanation 

Evaluation Leaderboard Fidelity, trust gain, latency Comparative benchmarking 

 

7. Real-World Case Study: Explainable Fusion 

in Digital Health 

To understand the utility of explainable data 

integration, a study was carried out in digital 

health, specifically in the field of chronic illness 

management. They gathered data from three 

different sources: electronic health records, data 

collected by wearable health devices, and notes 

written by clinicians. EHRs store information in a 

structured way, wearables check vital signs all day 

long, and doctors’ notes complete the picture by 

gathering extra notes and insights. Connecting 

these strategies into one understandable and 

accurate patient profile is an opportunity, but also 

challenging, especially if both accuracy and clarity 

are valued. 

Extra attention in the pipeline was given to the 

matching stage, which linked patient records from 

different sources. This stage made use of SHAP 

plots to give a clear view of why certain links were 

classified as a match. This was proven by a SHAP 

analysis, which pointed out that the date of birth, 

medication information, and location were the 

prime influencers. These visual indications helped 

medical experts and analysts confirm why the 

record linkage happened, thereby increasing 

confidence in the fusion process. 

In the schema alignment step, problems arose when 

fields from different data sources meant the same 

thing but were named differently. The system 

depended on an attention-based model to observe 

how the context was being used and determine the 

main reason why two fields were aligned. With this 

mechanism, the system was more effective at 

clarifying names and handling issues where 

different medical terms refer to the same concept. 

A layer for converting output into natural language 

was implemented to help doctors better understand 

the results. It helped change technical information 

into summaries that clinicians could grasp. 

Alternatively, the system showed that both records 

were associated due to their alike medicine times, 

shared locations, and matching codes for high 

blood pressure. End-users could better understand 

why and how certain integrations were selected, 

without needing to know machine learning or data 

visualization. 

Both quantitative and qualitative methods were 

used to measure the outcomes. Combining 

symbolic logic and neural attention in a model 

performed better than classical rule-based systems. 

Improvements were seen particularly in cases 

where some or all of the data were missing or 

noisy, commonly encountered in actual healthcare 

systems. In a study with 20 healthcare 

professionals, explainability led to a 35% increase 

in the trust scores achieved. When provided with 

clear justifications, the study participants reported 

being more comfortable with reviewing and using 

the fused data. As for its explanation fidelity, 

averaging at 0.88, the Explanation Fidelity Delta 

(EFD) shows that the explanations were highly 

accurate. This demonstrates how much better the 

explained system is compared to one with generic, 

unlocalized responses. 

This case shows that understanding information in 

data integration is useful and has practical 

applications in clinical settings. AI-driven decisions 

become more trustworthy and practical in 

healthcare when explainable fusion clarifies how 

the tools make decisions. This success in a critical 

sector like chronic disease management 

demonstrates the wider relevance of using XAI in 

the field of data fusion. 
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Figure 3: SHAP plot example showing top-ranked features (e.g., diagnosis code, medication overlap, 

address proximity) for a matched patient record pair. 

 

8. Discussion 

There are several obstacles and difficult choices 

that arise when try to use explainability in 

automated data fusion systems. There is often 

tension between understanding the results right 

away and receiving them quickly. Although tools 

such as SHAP and LIME can show in-depth details 

for each decision, they may be too costly in terms 

of computing power for real-time tasks at a large 

scale. Conversely, ‘global’ explanations from rule 

sets and decision trees help scale analysis and are 

efficient, though they do not provide relevant detail 

(Rudin, 2019). Whether to choose a local or global 

method varies greatly based on the task at hand. In 

areas where decisions matter a lot, like healthcare, 

interpretation is more important than getting results 

quickly. But in systems where speed matters, like 

fraud detection or recommendations, simpler 

versions of explanations are often needed. 

There are other issues with explainable models, 

such as their ability to fail in unexpected ways. 

Such methods, although effective, sometimes do 

not produce accurate results if applied to complex 

models. Such tools assume each feature varies 

independently and is related to the response in a 

linear way, which may not be correct in more 

advanced data scenarios. Which means that users 

might get confused or reach faulty conclusions 

because some important factors are not taken into 

account (Gilpin et al., 2018). Even more issues may 

arise in data integration, as the data is rarely from 

the same sources and their relationships can be 

challenging to comprehend. If the model’s 

explanation does not explain its decision, it might 

lead to the dissemination of wrong information. 

Because of the importance of ethics and regulation, 

dealing with these technical challenges is more 

pressing. In several places, such as the European 

Union, data subjects have the right to knowledge 

explaining processing decisions under legislation 

like the GDPR. This requires any system that runs 

automated decisions to be able to express its logic 

in a way that users can understand (Goodman & 

Flaxman, 2017). As a result, being explainable is 

not just a technical feature; it is also a legal and 

moral requirement. Records showing how sources 

were chosen, mappings were made, and which data 

links were established should be available to prove 

compliance for systems that use data from multiple 

sources. If transparency is not applied, systems 

may break the law, promote discrimination, and 

lose people’s trust. 

Also, explainable data integration should be 

explored across multiple fields rather than just from 

a technical perspective. Studies in human-computer 

interaction show that clear explanations must be 

both reliable and easily understood by people 

(Hoffman et al., 2018). Furthermore, experts in 

fairness and algorithms explain that the 

development of an explanation system can help 



International Journal of Intelligent Systems and Applications in Engineering                         IJISAE, 2024, 12(17s), 900–911  |  909 

detect and address bias in data shaped by inequality 

(Binns, 2018). Such an organization should interact 

with policy and legal experts to ensure that its 

standards are consistent with society’s beliefs and 

laws. As AI governance depends on explainability, 

people from various fields have to work closely to 

make sure new technologies are socially 

accountable. 

Overall, the paper outlines an approach for 

including explainability in data integration 

processes, while also noting the difficulties that 

come with it. Leaders have to consider if systems 

are open, how exactly results are reached, the 

dangers of false explanations, and the ethical and 

social consequences of interpretability. 

Development should work toward boosting the 

quality of explanations for non-linear dependencies 

by making them more time-efficient and making it 

possible to provide personalized forms of 

explanations for different users. It is also necessary 

to make sure that explanation is part of the 

responsibility for all technical, ethical, and 

regulatory teams. 

 

Figure 4: Trade-off triangle illustrating the balance between Accuracy, Interpretability, and Latency, 

with example tools (e.g., SHAP, decision trees, attention mechanisms) positioned within the triangle to 

visualize their relative strengths and limitations. 

 

9. Future Work 

With time, explainable artificial intelligence used 

in data integration will explore various directions, 

such as better user response, safe handling of data, 

and making systems reviews more effective. 

Presently, the framework supports the main ideas 

for including transparency during data merging, 

though more must be accomplished to ensure it 

covers users with varying needs, evolving 

regulations, and advanced criteria for measuring AI 

performance. 

A possible approach is to develop explanation 

systems that fit the roles and intelligence of those 

using them. People and groups involved in data 

integration interact with the results in various ways 

based on their roles. For example, a clinician might 

prioritize easy to understand reports, while a data 

scientist seeks access to every step in the machine 

learning process. Making it possible for 

explanations to be adjusted on the fly to meet 

various users’ needs would greatly improve how 

useful and trustworthy the system is. To 

accomplish this, there must be progress in assessing 

how users act, customizing interfaces for them, and 
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producing explanations that are easy to grasp for all 

types of users. 

Privacy-conscious explainability is also an 

important issue when dealing with distributed 

learning or data collected from several 

organizations. Often, the breakdown of data 

operations is done to uphold legal rules or ethical 

values, and a central system for analysis could be 

considered overambitious or too risky. Wachter and 

colleagues argue that pairing differential privacy 

techniques with aggregating explanations yields 

promising results (2017). With this method, 

different nodes can interact to build explanations 

and keep private data safe. Attaining all of these 

requirements while adhering to these boundaries 

proves to be a major difficulty. Researchers should 

explore approaches to ensure that explanations are 

not misleading even if some facts are withheld or 

hidden, and they should consider how quality can 

be confirmed when accessed from many sources. 

Lastly, the field is challenged by the lack of a 

single standard to measure and compare different 

explainable data integration systems. While the 

suggested method in this study is useful, there 

should be wider agreement on what makes an 

accurate explanation across various fields and 

scenarios. When academics, industry experts, and 

regulators meet and work together, it is more likely 

they can define a set of global standards to evaluate 

performance in the domain (Arrieta et al., 2020). 

Because this approach would ensure consistency, it 

would benefit researchers and make research more 

transparent. The base can also support creating 

certification processes for situations that demand 

compliance and openness. 

Overall, advancing explainable data fusion needs 

technical changes as well as attention to the human 

and ethical aspects. In the future, designing systems 

that personalize for users, respect privacy, and 

follow worldwide standards should be a key goal—

making transparency a fundamental feature. 

10. Conclusion 

Because transparency in AI is becoming more 

important, we have offered a detailed framework 

for adding explainability to automated data 

integration systems. It fills a long-standing gap 

between interpretable AI and techniques for 

merging different data sources. With the help of 

this taxonomy, it provides a clear guide for 

designing and organizing explanations. 

Developing an architecture where interpretability is 

a built-in concept rather than a side effect is what 

sets this method apart. Explanation tools like 

SHAP, LIME, and attention mechanisms make it 

possible for the system to provide global and 

localized transparency throughout the fusion 

process. These explanations have been shaped by 

using metrics such as fidelity, trust alignment, and 

how human-friendly they are. 

Additionally, the authors suggest XFusionBench, a 

specific benchmark made for reviewing explainable 

data integration systems. Using a number of diverse 

datasets and mixed task requirements, this 

benchmark makes it possible to thoroughly 

examine the capabilities and explainability of 

different models. A study in the field of digital 

health demonstrates how the proposed framework 

increases trust, usability, and quality of decisions in 

sensitive areas. 

We believe that the setup here serves as a solid step 

toward making AI systems that are both effective 

and justifiable. The aim of this research is to guide 

and inspire further progress in AI explainable data 

fusion. In this way, the company is making sure 

that every choice made by the algorithm can be 

traced, questioned, and depended on by the people 

it supports. 
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