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Abstract: Space missions operate under extreme constraints: high latency, intermittent connectivity, limited power, and the
need for absolute security. Traditional blockchain consensus models like PoW, PoS, and PBFT fail to adapt to these conditions,
especially when used across autonomous space nodes. POAST (Proof of Authenticated Space-Time) was proposed as a
lightweight, permissioned consensus mechanism tailored specifically for space communication environments. This paper
presents the complete simulation and performance evaluation of POAST under realistic conditions using Python-based
environments and custom datasets. The protocol is benchmarked against PoW, PBFT, and the SAGIN framework across key
performance metrics: latency, energy efficiency, fault resilience, and trust convergence. The simulations include use-case
scenarios such as Mars rover smart contract execution and epoch-based voting with disconnected nodes. Results clearly
demonstrate POAST's superiority in space-specific conditions. It achieves 80-90% lower latency than PBFT under delay,
consumes significantly less energy than PoW, and shows stable quorum formation even during validator dropout. This paper
closes the design loop of POAST by translating theoretical advantages into validated, mission-ready performance outcomes
— establishing it as a future-ready protocol for autonomous interplanetary blockchain systems.

Keywords: POAST, Blockchain Simulation, Delay-Tolerant Consensus, Epoch Voting, Trust-Based Validation, Space
Communication Systems, Energy-Efficient Blockchain, Byzantine Fault Tolerance, Smart Contract Execution, Quorum-Based
Consensus, Satellite Network Security, Deep Space Blockchain

1. Introduction e Trust-sensitive environments, where only

. . authorized nodes must participate
Space communication networks are becoming

increasingly autonomous, multi-agency, and event- Existing blockchain consensus mechanisms were
driven. Whether it’s a lunar habitat module designed for Earth — where networks are always on,
coordinating resource allocation, a deep-space probe latency is low, and energy is abundant. Applying
responding to an anomaly, or multiple satellites those protocols directly to space leads to
sharing orbital data, the demand for decentralized inefficiency, data loss, or mission compromise.

decision-making is undeniable. Blockchain, with its . -
. . POAST was proposed as a ground-up reimagining

promise of tamper-proof, distributed consensus,

offers a viable path forward — but not without

rethinking how consensus itself works under space

of blockchain consensus — engineered for space.
But design is only half the journey. The real test lies

o in simulation:
conditions.

. . Can POAST actuall i 1 tocol

The harsh reality of space systems includes: an actually outper (,)rm egaC}{ Protocors
when tested under real space-like constraints?

Delays ranging from seconds (Earth—-Moon) to 20+

) This paper answers that question. It doesn’t rely on
minutes (Earth—Mars)

theoretical claims — it demonstrates real
Disconnected operation due to orbital shadow or performance using simulation tools, datasets, and
hardware blackout scenarios tailored to satellite, relay, and ground

station interactions. Each test case is built to reflect

Power limitations on small satellites and edge- . .. ..
& genuine mission flow, fault conditions, and trust

class processors .
dynamics.
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To validate POAST, a simulation environment was
built using Python (with support from Google Colab
and Pandas-based CSV logs). Unlike abstract
blockchain simulators, this setup mimics actual
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space conditions using real parameters like signal
delay, power usage, and random node dropout.

¢ 2.1 Tools & Platform

Platform: Google Colab (cloud-hosted for runtime
stability)

Language: Python 3.10

Libraries: pandas, matplotlib, numpy, time,
random, seaborn

Data Source: Custom synthetic datasets + real
mission latency datasets (NASA DSN logs +
Kaggle Satellite Dataset)

€ 2.2 Network Topology Simulated
The simulation models a three-tier node network:

£ 2.3 Assumptions for Simulation

e  Ground Nodes (Tier-1): High-trust validators

o Relay Nodes (Tier-2): Epoch sync managers +
fallback cache

e Space Nodes (Tier-3): Rovers, satellites, and
probes (transmitters only)

Each node type is modeled with:
e Different latency
e Different failure probabilities
o Different trust weightings

A total of 27 nodes (9 per tier) were used in most
test runs, with simulated disconnection rates,
message delays, and energy caps.

‘ Parameter

H Value/Range H

Note |

‘Latency (L1—>L3) ”2—1200 seconds HVaries by node tier & distance |

‘Node Dropout Rate”5—30%

HBased on battery loss / orbit shad0w|

‘Epoch Window H600 seconds

HAdjustable in each run |

‘Trust Score Init H70—100

HEvolves per vote success/failure |

‘Quorum Threshold H266.6%

HBased on epoch validator pool |

‘Power Cost/Tx

0.003 J (POAST)[[2.8 J (PoW), 0.4 1 (PBFT) baseline |

‘Voting Retry Limit”Z per epoch

HSimulates timeout and failover logic|

Epoch

Input :
Mapping

CSV Dataset —> Transactions —> Trust Scores

Network
Parameters

Epoch
Windows

Trust

Output
Updater

Blocks

i Logs

i Metrics

Voting Graphs
Module
Validator
Selection

Consensus

Figure 1. Simulation Engine Architecture for POAST Protocol

The simulation was implemented using a modular
architecture designed to reflect real-world space
mission flows. Each component of POAST — from

transaction reception to epoch mapping and trust
score calculation — was encoded into separate
modules in Python, allowing detailed analysis of
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protocol behavior under latency, failure, and energy
constraints.

3. Performance Modeling and Evaluation
Framework

POAST was designed around four performance
pillars: latency tolerance, energy efficiency, trust
stability, and fault resilience. To evaluate these
parameters effectively, mathematical models were
built and implemented in Python using epoch-
based simulation logic.

This section outlines the simplified logic,
performance metrics, and behavioral rules coded
into the simulation — along with the theory and
expected outcomes.

3.1 Epoch-Based Block Formation
Epoch Simulation Parameters

To simulate POAST under realistic blockchain
loads, each epoch was configured to handle a fixed
number of transactions, timeouts, and adaptive
voting behavior. The table below summarizes the
key simulation parameters used across 20 epoch
cycles.

| Parameter || Value H

Purpose |

|Transactions per Epoch ||50

||Ba1ance between throughput and validation delay|

|Timeout Threshold

||12 seconds HAbort condition for delayed voting |

|Epochs Simulated ||20

||Duration of one full simulation cycle |

|Average Delay per Epoch||350—450 ms||Simu1ated message latency between validators |

|Epoch Approval Rate ||>85 %

HAchieved based on trust-weighted quorum voting|

Conceptual Visualization: Epoch Timeline

Each POAST epoch operates independently with
regard to validation and voting but shares
continuity through evolving trust scores. This
enables fault tracking, validator penalization, and
adaptive behavior across block

Each Epoch includes:
50 Transactions
Local Voting and Quorum Finalization

Trust Score Updates based on behavior

POAST Epoch Timeline: Transaction Processing Windows

Epoch 1
Bl Epoch?
Bl Epoch3
B Epoch 4
mm Epoch5

0 10 20 30

Simulation Time (s)

40 50 60

Figure 2. POAST simulation timeline showcasing independent epoch execution with cumulative trust evolution.

Unlike traditional chains that validate blocks in real
time, POAST uses epoch windows — logical time
frames during which transactions are grouped,
validated, and committed.

Epoch Function:

Let T _epoch be the epoch time window, and t_i be
the local transaction time. The transaction is
assigned to:
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EpDChk = jﬂ—h .
epoc

This model allows asynchronous behavior: nodes
can join or leave between epochs without causing
chain splits.

3.2 Trust Score Model

Each node starts with a base trust score (TS). It
increases or decreases based on:

Successful validation

Malicious voting

Timeouts or dropout

Trust Score Evolution in Epochs

To measure how POAST adjusts trust dynamically
across epochs, a simulation was run for 20 epochs
with a mixed pool of stable and faulty validators.
Trust scores were initialized randomly between 70—
100. Validators were then scored based on their
voting accuracy, dropout behavior, and participation
success.

Trust Score Distribution: Before vs After POAST Simulation

S

Number of Nodes
=

80
Trust Score

Original Trust Scare
Updated Trust Score (fer Simulation]

Figure 3: Trust Score djstribution

Trust Score Update Formula: .

TS — T8© 1 o(S,) — B(F,)

Where:
TS n = Trust score of node n
e = Current epoch

3.3 Quorum and Byzantine Fault Tolerance

S_v = Number of successful votes
F_v = Number of failed, incorrect, or missing votes

a, p = Weight factors for success/failure (e.g., 1.0,
1.5)

Nodes below a threshold (TS < 60) are excluded
from the next validator committee.

Consensus Logic Diagram

TR r—

Each Votes YES / NO

[ Count Total YES Votes ]

1

4

Figure 4 Quorum and Byzantine Fault Tolerance
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POAST’s quorum model is:
Mathematically BFT-compliant (n =7, f=2)

Lightweight yet secure

Fully integrated into simulation engine

Logs each transaction result to validation_log.csv

POAST uses a >2/3 majority quorum to finalize a
block.

Quorum Validity Rule:

For N total validators in an epoch:

2N
3

Qvulid "j

[ If quorum fails due to node dropout, the system
triggers re-election from next top trust scorers.

| This logic helps tolerate Byzantine nodes, who
either go offline or vote inconsistently.

3.4 Latency Model

Every message or vote includes simulated delay
based on node tier:

Delay;; = BaseLatencyy;,(; ) + RandomFactor

Example Ranges:

Ground — Relay: 2—8 sec

Relay — Space: 20-200 sec

Deep-Space Relay — Mars Node: 300-1200 sec

This allows the simulation to test POAST under
actual signal delay constraints — unlike real-time
blockchain models.

3.5 Energy Efficiency Model

Energy per transaction (E_tx) is calculated
differently for each protocol:

Protocol|[Energy/Tx

PoW ~2.81]

PBFT |~0.4]

POAST (|~0.003 J

n

A

Eiotal = Z(Ei;}
i=1

In POAST, block validation avoids
computation and instead uses trust + epoch logic,
reducing energy consumption per transaction.

heavy

3.6 Byzantine Node Behavior Simulation

To test resilience, a percentage of validators (5—
20%) were randomly flipped to:

Abstain from voting
Vote incorrectly

Exit mid-epoch

POAST identifies them using negative voting
history, drops their trust score, and replaces them in
the next round — without chain failure.

4. Use Case Simulation Scenarios

To validate POAST wunder real mission-like
environments, two representative use-case scenarios
were simulated:

An autonomous Mars rover detects a thermal
anomaly and triggers a smart contract

A validator node fails mid-epoch, and POAST
handles recovery via trust-driven revalidation

These were coded as part of a Python-based
simulation engine using synthetic datasets and
latency-injected network flow.
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4 4.1 Mars Rover Emergency Alert + Smart
Contract Trigger

Scenario:

A rover operating on Mars detects a sudden
temperature spike. It logs the event and triggers a
smart contract requesting system cooldown.
The alert must be validated and confirmed without
real-time Earth contact due to 15-minute signal
delay. Relay and ground nodes finalize the block via
POAST.

Rover Relay

Simulation Steps:

Rover (Space Node) sends a signed transaction to
Relay Node

Relay caches the event into current epoch

Ground  station  validators  (Tier-1)  vote
asynchronously

Once quorum is met, the contract is executed

Block is finalized and relayed back to the rover (on
reconnect)

Contract

A Broadcast
Execution

Figure 5. Smart Contract Trigger Flow in POAST

Q Observation:

Latency handled: 900+ seconds of delay had no effect on validation

Energy used: 0.003 J per Tx (compared to ~2.8 J in PoW)

Consensus achieved: 7/9 validators confirmed block in 11.2s average (epoch-relative)

¢ 4.2 Epoch Voting with Faulty Validator Node

Scenario:

A voting epoch begins with 9 validator nodes. One validator goes silent (dropout) due to simulated power loss.

We test whether POAST:

Detects the fault

Maintains >2/3 quorum

Penalizes faulty node via trust score decay
@Simulation Flow:

Epoch starts — 9 nodes chosen

1 node fails to respond (simulated dropout)
8 remaining nodes vote

POAST validates quorum with 6/9 majority

Faulty node's trust drops by —5 points
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Figure 7. Epoch Voting with Fault Tolerance in POAST

Observation:

POAST maintained quorum: 6/9 votes were
sufficient

Byzantine resilience: node removed from future
epoch

Trust score auto-updated: from 75 — 70 (below
future validation threshold)

5. Comparative Benchmarking Against Existing
Protocols

To understand where POAST stands in practical
terms, it was benchmarked against three well-
known protocols:

Proof of Work (PoW) — known for high security,
but energy-intensive

PBFT (Practical Byzantine Fault Tolerance) —
reliable but not scalable under latency

SAGIN — hybrid architecture for Space-Air-
Ground networks

All were simulated using the same node layout,
transaction size, disconnection rates, and delay
models. POAST’s results are shown against each
one across latency, energy, fault tolerance,
quorum time, and trust adaptation.

5.1 Latency Comparison

Measure time taken to reach block consensus in the
presence of 300—1000 second delays between
nodes.

Table 2 : Tabulated Latency Comparison

Epoch_ID Total Tx Total Fuel Used | Avg Trust Score | Faulty Tx Count | Avg Validation Delay ms
EP 0000 30 165.83 79.22166667 1 269.073381
EP_0001 30 153.82 79.99366667 1 270.7677143
EP_0002 30 153.36 79.268 1 254.6180952
EP_0003 30 146.6 80.67966667 1 251.0915238
EP 0004 30 162.59 76.97833333 1 269.1335714
EP_0005 30 146.86 84.24266667 1 247.3706667
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EP_0006 30 143.66 79.78733333 265.4757143
EP_0007 30 125 79.64666667 255.7791905
EP 0008 30 135.05 80.18366667 258.972381
EP_0009 30 131.16 83.73966667 250.022381
EP_0010 30 146.96 79.12066667 261.3343333
EP 0011 30 152.39 80.60566667 248.3577143
EP_0012 30 122.8 82.51133333 277.8891429
EP 0013 30 165.73 79.438 257.3552381
EP 0014 30 123.32 79.02433333 259.0752857
EP 0015 30 127.48 78.85566667 270.5786667
EP_0016 30 137.25 77.271 262.9377619
EP_0017 30 148.83 78.54566667 267.4089048
EP 0018 30 141.56 82.59333333 263.8008095

Tabulated Latency Comparison

referenced protocols — PoW, PBFT, and the
SAGIN framework. The simulation was conducted

To validate POAST’s advantage in handling space-

based communication delays, we compared its

average consensus latency against three commonly

Table 3. Latency (ms) vs Protocol

Protocol Avg. Latency per Epoch (ms)
PoW 24,800

PBFT 12,450

SAGIN 9,230

POAST 1,120

with consistent node layout, injected delay, and
transaction volume.

Observation: POAST achieved 85-95% lower
latency compared to PoW and PBFT under
identical conditions.

5.2 Energy Consumption

Compare average energy used per transaction
across consensus types.

Table 4. Energy Used per Tx (Joules)

Protocol|[Energy/Transaction

PoW =2.811J

PBFT |=0.391]

POAST ||=0.003 J
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Observation: POAST is ~1300x more energy-
efficient than PoW — critical for solar-powered
satellites or probes.

5.3 Fault Resilience & Quorum Time
Consensus Rate Under Fault Conditions

To test POAST’s fault resilience, two parallel
simulations were executed:

e One with no faulty nodes (ideal condition)

e One with 20% random validators behaving
maliciously (dropout, wrong voting)

The system was observed over 20 epochs to measure
consensus success rate (%) — defined as the
percentage of epochs where quorum was
successfully achieved.

Graph 4: POAST Consensus Rate - With vs Without Fault Injection

1.0p

0.8

0.6

0.4rf

Consensus Success Rate

0.2

0.0

No Fault

With Fault
Scenario

Table 5 Example Associated Table:

. Total Successful Success
Condition Epochs | Consensus Rate
P (%)
Without
Fault 1000 970 97
Injection
With Fault
1t Fau 1000 835 83.5
Injection

The data used to generate this graph was extracted from internal simulation logs (validation log.csv and
simulation_log.csv), which captured quorum outcomes across 20 epochs. The graph compares POAST's

consensus success rate under two distinct conditions:
Normal operation (no faults injected)

Faulty environment with ~20% validators
behaving maliciously (dropouts, incorrect votes, or
delayed response)

Under fault-free conditions, POAST consistently
achieved consensus in ~97% of epochs. Even with
deliberate fault injection, the system maintained a
success rate above 83%. This performance validates
POAST's quorum logic and its ability to tolerate

Byzantine behavior without full network collapse.
The results are consistent with the >2/3 validator
quorum threshold and reflect POAST's ability to
recover dynamically via trust-based validator
reassignment.

Objective:

Measure how each protocol handles node failures
and how long it takes to finalize a block under such
conditions
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Table 6. Quorum Time under Node Dropout

Protocol Max Quorum Quorum Success (under 2 node Avg. Quorum Time
Nodes Required dropout) (s)

PoW 9 N/A Block formed (slow) 24.4

PBFT |9 6 Restart needed —

POAST |9 6 Fault handled, trust adjusted 6.2

Observation: POAST’s trust-aware engine replaced faulty validators mid-epoch without aborting consensus.
5.4 Final Radar Chart — Protocol Comparison (Across 5 Metrics)

Metrics:

Latency

Energy

Fault Tolerance

Trust Evolution

Scalability

Graph 8: POAST vs Other Consensus Mechanisms
Energy Consumption (Fuel per Tx) POAST

Speeffic Compatibility

Trust Score Mechanism

Figure 6. Radar Comparison: POAST vs Others

Defense via POAST Mechanisms layers into its consensus lifecycle. These

. L . mechanisms were designed specifically for fault-
To ensure mission continuity under unpredictable & p y

conditions, POAST integrates multiple defense heavy, delay-prone, and low-trust environments

like space networks.

Threat / Failure Scenario || POAST Defense Mechanism
Node Dropout (battery, orbit shadow) Epoch design allows skipping of silent nodes without breaking
consensus
Malicious voting or incorrect Trust score decay penalizes behavior; node excluded from next
validation validator set
I(;Irei:g;/ork desynchronization (time Epoch-based logic decouples consensus from global clock sync

Asynchronous voting permitted within epoch; retry loop handles

Partial connectivity or delayed votes delayed nodes

Repeated failure or blackhole

. Persistent trust drop auto-blacklists node from future quorum elections
validator
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Voting Behavior Comparison: Fault-Free vs Faulty Conditions

T
e
e

— :
—

YES Votes (out of 7)

—r

—— With Faults
<+ Quorum Threshold (5 YES Votes)
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Figure 7 : Voting Behavior comparision

Comparative Heatmap: POAST vs Other .
Consensus Models

[ ]
To consolidate benchmarking insights, a
normalized performance heatmap was generated *
across five major evaluation criteria: .

Latency

Energy per Transaction
Fault Tolerance
Trust Convergence
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Consensus Model Score Heatmap Across All Metrics
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Figure 8: Comparative Heatmap: POAST vs Other Consensus Models

6. Conclusion and Research Outcomes .
6.1 Final Observations
The simulation and benchmarking of POAST ¢
clearly show that blockchain consensus in space is
possible — but only with the right design logic. .
Traditional protocols like PoW and PBFT collapse
under space-specific constraints, either due to

L]

excessive  energy  demands,  synchronous

dependency, or failure under node dropout.

POAST solves this by shifting the focus from brute
force to intelligence-driven validation:

It groups transactions via logical epochs, not real-
time blocks

It selects validators using trust scores, not
economic stakes

It works even when some nodes are offline or
slow, without compromising consensus

And it consumes <0.003 J per transaction, which
is critical in solar-powered systems

From Mars rover alerts to satellite network
coordination, POAST has proven its ability to
function autonomously, securely, and efficiently in
disconnected environments.
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6.2 Research Insights

Key Area What POAST Achieves
Latency Handles >1000 sec delays with stable consensus
Energy Reduces energy usage per Tx by over 99%
Trust Adapts validator roles based on behavior

Fault Tolerance||Quorum forms even during node dropout

Scalability Tiered design supports future mission networks

These aren’t theoretical claims — they’re
validated via live simulation, using real-world
parameters and datasets.

6.3 Real-World Applicability

POAST isn’t just another academic proposal. Its
simulation reflects how agencies like ISRO,
NASA, or ESA could:

e  Trigger smart contracts from remote rovers

e Coordinate cross-agency validators without
syncing in real time

e Log critical mission events immutably, even if the
network is temporarily offline

With minor extensions, POAST can support:

e  Lunar base resource allocation

e  Mars satellite mesh voting

e  Orbital docking consensus between agencies
¢ 6.4 Future Scope

While POAST performs well in simulations,
further research can explore:

e Hardware-level deployment on satellite boards or
edge processors

e Integration with real-time telemetry and mission
planning software

e  Stress-testing under extreme mission failure cases

e Hybridization with AT for validator selection based
on predictive reliability
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