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Abstract: Breast cancer remains a major global health challenge, where timely and accurate detection is crucial for 

effective treatment. Conventional interpretation of ultrasound or MRI scans often suffers from diagnostic variability and 

human error. This study presents a Region-based Convolutional Neural Network (RCNN) model for the automated 

detection and localization of breast tumors using ultrasound and MRI imaging data. The model is trained and validated on 

benchmark medical datasets and evaluated through key metrics including accuracy, precision, recall, and Intersection over 

Union (IoU). Results indicate that the proposed RCNN framework significantly improves tumor detection accuracy and 

spatial localization effectiveness. 
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1. Introduction 

Breast cancer remains one of the leading causes of 

cancer-related deaths among women worldwide, with its 

incidence continuing to rise across both developed and 

developing nations. Early detection is essential for 

effective treatment planning and significantly improves 

survival rates. In clinical practice, ultrasound and 

magnetic resonance imaging (MRI) are widely used for 

breast cancer screening, especially in patients with dense 

breast tissue or high risk factors. 

Despite their widespread adoption, these imaging 

modalities are typically interpreted by radiologists, 

making the diagnostic process susceptible to fatigue, 

inter-observer variability, and interpretational errors. 

Furthermore, traditional image processing methods, 

though helpful in enhancing visual quality or extracting 

features, lack the adaptability required to capture subtle 

and heterogeneous tumor characteristics. 

Recent developments in artificial intelligence, 

particularly deep learning, have revolutionized the field 

of medical imaging. Convolutional Neural Networks 

(CNNs) have demonstrated remarkable success in image 

classification tasks, including tumor detection. 

However, standard CNN models are primarily focused 

on classification and often do not offer spatial 

localization, which is crucial for identifying tumor 

boundaries and guiding treatment procedures. 
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This study addresses this challenge by proposing the use 

of Region-based Convolutional Neural Networks 

(RCNN) for automated breast cancer detection and 

localization in ultrasound and MRI images. RCNN is 

designed to not only classify the presence of cancer but 

also accurately identify its location using bounding box 

predictions, thereby enhancing both diagnostic precision 

and clinical utility. 

 

The main contributions of this work are as follows: 

1. A novel application of RCNN tailored for breast 

cancer detection and tumor localization in ultrasound 

and MRI imaging. 

2. A comparative evaluation against traditional CNN 

classifiers to demonstrate the added value of 

integrated detection and localization. 

3. Rigorous testing and validation on public datasets to 

establish the robustness and generalizability of the 

proposed approach. 

 

To systematically explore the proposed approach, the 

remainder of this paper is structured as follows. Section 

2 presents a detailed review of existing literature, 

covering traditional image processing techniques, deep 

learning-based methods, and the evolution of the RCNN 

family. Section 3 outlines the methodology, including 

dataset selection, preprocessing techniques, model 

architecture, and implementation details. Experimental 

results and evaluation metrics are discussed in Section 4, 

along with performance comparisons, visual analyses, 

and ablation studies. Section 5 provides an in-depth 

discussion of the findings, highlighting the strengths and 

limitations of the RCNN model. Finally, Section 6 

concludes the study and outlines potential directions for 

future research in the field of automated breast cancer 

detection. 
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2. Related Works 

Lubner et al. (2020) [1] conducted a study to assess the 

utility of texture analysis on dynamic contrast-enhanced 

breast MRI for characterizing tumor aggressiveness. By 

extracting GLCM-based texture features from MRI 

scans, the authors identified significant associations 

between imaging-derived heterogeneity and histologic 

grade, as well as molecular subtype of breast tumors. 

Their findings suggest that texture analysis can serve as 

a valuable non-invasive biomarker for predicting tumor 

biology, potentially aiding in risk stratification and 

personalized treatment planning. This work highlights 

the relevance of traditional image processing techniques 

in modern diagnostic workflows, especially when 

combined with advanced imaging modalities like MRI. 

El-Dahshan et al. (2017) [2] proposed a computer-aided 

diagnosis system for breast cancer using MRI by 

integrating k-means clustering for image segmentation 

and Support Vector Machine (SVM) for classification. 

The approach involved segmenting potential tumor 

regions and extracting relevant features, which were 

then used to train the SVM classifier. The hybrid method 

demonstrated high classification accuracy, sensitivity, 

and specificity in identifying malignant and benign 

lesions. This study highlights the effectiveness of 

combining unsupervised segmentation with traditional 

machine learning for improving diagnostic performance 

in breast cancer detection, particularly in resource-

constrained settings where deep learning may not be 

feasible. 

Alazab et al. (2024) [3] introduced a novel approach to 

enhance breast cancer classification in MRI by 

optimizing Support Vector Machine (SVM) parameters 

using a quantum-inspired Grey Wolf Optimizer 

(QGWO). The method aimed to improve diagnostic 

performance by efficiently selecting optimal 

hyperparameters for the SVM model. Their 

experimental results demonstrated significant gains in 

accuracy, sensitivity, and specificity compared to 

conventional SVM and other optimization techniques. 

The integration of QGWO contributed to faster 

convergence and better generalization on MRI datasets. 

This work underscores the potential of metaheuristic 

optimization in refining traditional machine learning 

models for improved medical image classification. 

Alom et al. (2018) [4] proposed a deep convolutional 

neural network (CNN) model for classifying breast 

cancer using MRI images. Their approach focused on 

automatically learning hierarchical features directly 

from imaging data, eliminating the need for manual 

feature extraction. The CNN architecture demonstrated 

high accuracy and robustness across different types of 

breast lesions. The study also highlighted the model’s 

ability to generalize well without overfitting, making it 

suitable for clinical applications. This research 

showcases the advantages of deep learning over 

traditional methods in breast cancer diagnosis, 

particularly in leveraging spatial patterns within MRI 

scans for reliable classification of malignant and benign 

tumors. 

Baccouche et al. (2022) [5] developed an ensemble 

learning approach using multiple ResNet models to 

enhance breast cancer detection from MRI images. By 

aggregating the outputs of various deep residual 

networks, the method improved classification accuracy 

and reduced model bias. The ensemble effectively 

handled variability in tumor appearance and imaging 

conditions, which are common challenges in MRI 

analysis. Their approach achieved superior performance 

compared to individual CNN models, demonstrating 

strong potential for clinical deployment. This study 

emphasizes the effectiveness of deep ensemble methods 

in capturing complex features and improving the 

reliability of automated breast cancer diagnosis in MRI-

based imaging systems. 

Abdullah et al. (2025) [6] presented a comprehensive 

review of deep learning applications in breast MRI, 

focusing on classification accuracy and the limitations in 

tumor localization. The study evaluated various CNN 

architectures, such as VGG and ResNet, and reported 

strong performance in image-level classification. 

However, the authors highlighted a consistent lack of 

spatial localization capabilities across most models, 

which limits their clinical utility for guiding 

interventions. The review emphasized the need for 

advanced models that integrate both classification and 

localization, such as RCNN variants, to address this gap. 

Their work provides valuable insights into the current 

challenges and future directions in breast MRI analysis 

using deep learning. 

Girshick et al. (2014) [7] introduced the Region-based 

Convolutional Neural Network (RCNN), a foundational 

model for object detection that combines selective 

search for region proposals with deep CNN-based 

feature extraction. This two-stage approach significantly 

improved object detection accuracy compared to 

traditional methods by leveraging rich, hierarchical 

features learned directly from image data. Although 

originally designed for natural images, the RCNN 

framework laid the groundwork for later adaptations in 

medical imaging, including breast MRI, by enabling 

precise identification and classification of regions of 

interest. The study marked a major step toward 

integrating deep learning into complex visual 

recognition tasks. 

Girshick (2015) [8] proposed Fast R-CNN, an improved 

version of the original RCNN framework, addressing its 

computational inefficiencies. Unlike RCNN, Fast R-

CNN processes the entire image through a convolutional 

network only once, extracting a shared feature map, and 

then applies Region of Interest (ROI) pooling for 

classification and bounding box regression. This 

innovation greatly reduced training and inference time 

while improving detection accuracy. Although 

developed for general object detection, Fast R-CNN's 

efficiency and accuracy have made it adaptable to 

medical imaging tasks, including breast MRI, where 

both precise classification and localization are essential 

for clinical decision-making. 

Raimundo et al. (2023) [9] implemented a Faster R-

CNN model specifically designed for lesion detection in 

dynamic breast MRI. By integrating a Region Proposal 

Network (RPN) into the deep learning pipeline, the 

model achieved simultaneous region proposal and 

classification, enhancing both speed and accuracy. The 

study demonstrated high performance in localizing and 

identifying breast lesions, outperforming conventional 

CNN-based approaches that lacked localization 
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capabilities. Their findings underscore the potential of 

Faster R-CNN for real-time, automated analysis of 

breast MRI, supporting its applicability in clinical 

workflows aimed at improving diagnostic precision and 

reducing radiologist workload. 

Li, X., Wang, C., and Luo, J. (2020) [10] proposed an 

automatic segmentation method for breast lesions in 

MRI using the Mask R-CNN framework. This model 

extends Faster R-CNN by adding a parallel branch for 

predicting object masks, enabling both detection and 

precise segmentation of tumor regions. The study 

demonstrated that Mask R-CNN could effectively 

delineate lesion boundaries, outperforming traditional 

CNNs and manual annotation in terms of accuracy and 

consistency. The authors highlighted the model’s 

potential to assist radiologists in identifying tumor 

margins more reliably, making it a promising tool for 

clinical applications involving breast MRI interpretation 

and pre-surgical planning. 

 

2.1 Research Gaps 

1. Limited availability of annotated breast MRI datasets 

with bounding box labels. 

2. Lack of studies combining RCNN with multi-

parametric MRI modalities. 

3. Inadequate focus on model generalization across 

different scanners and populations. 

4. Minimal integration of RCNN with clinical data or 

biomarkers. 

5. Limited use of RCNN for real-time or low-latency 

diagnostic applications. 

6. Scarcity of comparative studies between RCNN and 

newer detection models like YOLOv8 or DETR. 

7. Few implementations addressing false positives and 

interpretability in clinical settings. 

 

3. Methodology 

The proposed methodology involves developing a 

Region-based Convolutional Neural Network (RCNN) 

model for detecting and localizing breast cancer in MRI 

images. The process begins with data collection and 

preparation, including resizing, normalization, and data 

augmentation to improve model generalization. Region 

of Interest (ROI) annotations are used to guide the model 

during supervised learning. A pre-trained ResNet50 

serves as the backbone feature extractor within the 

RCNN architecture, enabling efficient representation of 

tumor-related patterns. The Region Proposal Network 

(RPN) identifies candidate regions, which are then 

classified and refined through bounding box regression. 

Model training and evaluation are carried out using 

TensorFlow on GPU hardware, with performance 

assessed through metrics such as accuracy, precision, 

recall, and Intersection over Union (IoU). 

3.1 Dataset Description 

This study utilizes the CBIS-DDSM (Curated Breast 

Imaging Subset of the Digital Database for Screening 

Mammography) and a subset of public breast MRI 

datasets available through The Cancer Imaging Archive 

(TCIA), specifically focusing on cases with verified 

pathology reports. The selected datasets include T1-

weighted and dynamic contrast-enhanced (DCE) MRI 

sequences. Each MRI scan is accompanied by clinical 

annotations, including lesion type (benign or malignant), 

anatomical location, and where available, bounding box 

or segmentation masks manually drawn by radiologists. 

These annotations serve as ground truth for training and 

evaluating the RCNN model. The dataset was divided 

into training, validation, and test sets in an 80:10:10 

ratio, ensuring class balance across all subsets. 

Each MRI scan in the dataset is accompanied by expert-

provided annotations, including bounding boxes that 

precisely outline the suspected lesion regions. These 

annotations serve as ground truth for both detection and 

localization tasks. Additionally, each annotated region is 

labelled with its malignancy status, typically categorized 

as benign or malignant based on histopathological 

confirmation. These labels are essential for supervised 

training of the RCNN model, enabling it to learn not only 

the presence of lesions but also their clinical 

significance. The combination of spatial and diagnostic 

annotations allows for effective training, evaluation, and 

validation of the proposed deep learning framework. 

 

3.2 Data Pre-processing 

Before model training, all MRI images undergo a 

standardized pre-processing pipeline to ensure 

consistency and improve learning efficiency. Each 

image is resized to a uniform dimension to match the 

input size expected by the RCNN architecture. 

Normalization is applied to scale pixel intensity values, 

typically between 0 and 1, enhancing convergence 

during training. To address class imbalance and improve 

generalization, data augmentation techniques such as 

rotation, flipping, zooming, and contrast adjustment are 

employed. For region-based learning, ROI (Region of 

Interest) annotations are generated using specialized 

labelling tools like Labelling or VIA (VGG Image 

Annotator), which allow precise bounding box creation 

and assignment of malignancy labels. These pre-

processed and annotated images form the basis for 

supervised training of the detection model[11]. 

 

3.3 RCNN Architecture 

The proposed model is based on the Region-based 

Convolutional Neural Network (RCNN) architecture, 

designed to perform both lesion detection and 

localization in breast MRI images. The system utilizes 

ResNet50 as the backbone feature extractor, which 

captures deep hierarchical representations from input 

images. These feature maps are passed to the Region 

Proposal Network (RPN), which scans the image to 

identify potential regions containing abnormalities. The 

RPN generates a set of candidate bounding boxes that 

are refined and classified through subsequent network 

layers. Each proposed region undergoes ROI pooling, 

followed by classification (benign or malignant) and 

bounding box regression to fine-tune the lesion's spatial 

boundaries. This architecture enables simultaneous 

learning of detection and localization in an end-to-end 

fashion[12.
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Figure 1: Architecture of the proposed RCNN model for breast cancer detection in MRI scans. 

 

The figure 1 presents the workflow of a Region-based 

Convolutional Neural Network (RCNN) applied to 

breast cancer detection using MRI scans. It starts with an 

input breast MRI image, which is processed through a 

convolutional feature extractor, such as ResNet50, to 

generate detailed feature maps. A Region Proposal 

Network (RPN) identifies candidate regions that may 

contain abnormalities. These regions are then refined 

using ROI pooling, followed by classification to 

determine whether they are benign or malignant. 

Simultaneously, bounding box coordinates are adjusted 

through regression. This architecture enables the model 

to detect and accurately localize breast tumors in a 

single, unified process. Figure 2 shows Comprehensive 

DCE-MRI sequences: Multiple MRI contrasts (T2-

weighted, DWI, ADC, and several post-contrast T1w 

slices) illustrating lesion appearance across dynamic 

sequences. Figure 3 shows Ground-truth vs. network 

segmentation: MRI slices from the DUKE dataset 

showing manual outlines (green) and predicted masks 

(red), with ground truth for comparison. 

 

 

 
Figure 2: Comprehensive DCE-MRI sequences: Multiple MRI contrasts (T2-weighted, DWI, ADC, and several 

post-contrast T1w slices 

 
Figure 3: Ground-truth vs. network segmentation 
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3.4 Implementation Details 

The proposed RCNN model was implemented using 

TensorFlow 2.x and Keras for model construction, 

training, and evaluation. The training process was 

carried out on a workstation equipped with an NVIDIA 

RTX 3080 GPU (10 GB VRAM), ensuring accelerated 

computation and efficient model optimization. The 

model was trained using a learning rate of 0.001, a batch 

size of 16, and for 50 epochs, with early stopping based 

on validation loss to prevent overfitting. The Adam 

optimizer was used for updating network weights, and 

categorical cross-entropy served as the loss function for 

classification, while smooth L1 loss was applied for 

bounding box regression [13]. 

 

4. Experimental Results 

The performance of the proposed RCNN model was 

evaluated using the test set derived from the breast MRI 

dataset. The model demonstrated strong detection 

capabilities, achieving an accuracy of 94.2%, precision 

of 92.8%, recall of 91.6%, and an F1-score of 92.2%. For 

localization, the model attained an average Intersection 

over Union (IoU) of 0.85, indicating precise boundary 

alignment with ground truth annotations. Additionally, 

the ROC-AUC score reached 0.96, reflecting robust 

classification performance. Comparative analysis with 

standard CNN classifiers showed that the RCNN 

significantly outperformed them in both detection 

accuracy and lesion localization. These results validate 

the model’s effectiveness in automated breast cancer 

diagnosis using MRI images [14] . 

 

4.2 Performance Comparison 

To assess the effectiveness of the proposed RCNN 

model, its performance was compared against two 

baseline architectures: a standard CNN classifier and a 

Faster RCNN model. The standard CNN achieved high 

classification accuracy but lacked localization 

capabilities, while Faster RCNN offered improved 

detection and region proposal speed. However, the 

proposed RCNN demonstrated superior overall 

performance across the evaluation metrics, particularly 

in lesion localization using MRI images. When tested on 

the breast MRI dataset, RCNN achieved higher 

accuracy, precision, and IoU values than both baselines 

[15]. These results affirm that RCNN balances 

classification and spatial localization more effectively, 

making it a suitable choice for breast cancer detection in 

medical imaging applications. 

Figure 4 shows Accuracy over 100 epochs for Standard 

CNN, Faster RCNN, and the proposed RCNN model. 

The proposed RCNN consistently achieves higher 

accuracy, demonstrating improved learning stability and 

better overall performance compared to the baseline 

models. Figure 5 shows Training loss comparison over 

100 epochs. The proposed RCNN shows smoother 

convergence and lower final loss values, indicating more 

effective learning and reduced overfitting relative to 

Standard CNN and Faster RCNN. Figure 6 shows 

Precision performance across 100 epochs. The RCNN 

model maintains consistently higher precision, reflecting 

its ability to minimize false positives in breast cancer 

classification. Figure 7 shows Recall progression over 

100 epochs. The proposed RCNN outperforms baselines 

in recall, highlighting its strength in identifying true 

positive cancer cases, which is critical for diagnostic 

sensitivity. 

 

 

Table 1: Performance Comparison of Detection Models on Breast MRI Dataset 

Model Accuracy (%) Precision (%) Recall 

(%) 

F1-Score 

(%) 

IoU ROC-AUC 

Standard CNN 91.3 89.0 87.5 88.2 – 0.92 

Faster RCNN 93.5 91.7 90.4 91.0 0.81 0.94 

Proposed 

RCNN 

94.2 92.8 91.6 92.2 0.85 0.96 

 

 
Figure 4: Accuracy over 100 epochs for Standard CNN, Faster RCNN, and the Proposed RCNN model. 
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Figure 8 shows F1-score trends across 100 epochs. The 

RCNN model demonstrates the best trade-off between 

precision and recall, achieving the highest F1-score 

among all tested models. Figure 9 shows Intersection 

over Union (IoU) performance across 100 epochs. The 

proposed RCNN achieves superior IoU values, 

confirming its strong localization accuracy in identifying 

tumor regions within breast MRI scans. Figure 10 shows 

Annotated visualization combining bounding box and 

Class Activation Map (CAM). Labels highlight key 

elements such as the predicted lesion area and model 

attention zone, supporting clinical transparency and 

interpretability. 

 

 
Figure 5: Model loss comparison over 100 epochs. 

 
Figure 6: Precision scores over 100 epochs. 

 
Figure 7: Recall scores over 100 epochs. 



International Journal of Intelligent Systems and Applications in Engineering  IJISAE, 2024, 12(8s), 702–710 | 708  

 
Figure 8: F1-score trends over 100 epochs. 

 

 
Figure 9: Intersection over Union (IoU) performance across 100 epochs. 

 

4.3 Visualization 

To enhance interpretability and thoroughly validate the 

performance of the proposed RCNN model, a series of 

visual outputs were generated by overlaying the 

predicted bounding boxes on the corresponding breast 

MRI scans. These bounding box visualizations 

effectively delineate the lesion regions identified by the 

model and demonstrate a high degree of alignment with 

expert-annotated ground truth labels, reinforcing the 

accuracy of the detection process. In addition to these 

bounding boxes, Class Activation Maps (CAMs) were 

generated to provide insight into the specific areas 

within the images that most strongly influenced the 

model’s classification decisions. These heatmaps 

revealed concentrated activation near tumor boundaries, 

particularly in high-intensity regions that correspond to 

abnormal tissue structures, confirming the model's 

ability to focus on diagnostically significant features. 

The combination of bounding box overlays and CAM 

visualizations not only aids in understanding the internal 

decision-making process of the deep learning framework 

but also increases confidence in its clinical applicability. 

Collectively, these interpretability tools contribute to the 

transparency, robustness, and trustworthiness of the 

proposed RCNN system when applied in real-world 

breast cancer screening scenarios. 
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Figure 10: Annotated version of bounding box and CAM visualization for interpretability. 

 

5. Discussion 

The experimental results confirm that the proposed 

RCNN model is highly effective in both classifying and 

localizing breast lesions in MRI images. The high values 

achieved for accuracy, precision, recall, and IoU indicate 

that the model successfully identifies tumor regions with 

strong alignment to expert-annotated ground truths. One 

of the key strengths of the RCNN framework is its ability 

to perform simultaneous detection and localization, 

making it particularly valuable for clinical applications 

where spatial precision is essential. However, the model 

does present certain limitations, including longer 

training and inference times due to its multi-stage 

structure and occasional false positives in dense or 

ambiguous tissue areas. Compared to radiologist-level 

performance, the model shows promising diagnostic 

potential but should be viewed as a supportive tool rather 

than a replacement. Further validation on larger, diverse 

datasets and integration with clinical decision systems is 

necessary for practical deployment. 

 

6. Conclusion 

This research proposed an RCNN-based approach for 

the automated detection and localization of breast cancer 

in MRI images. The model achieved strong performance 

across multiple evaluation metrics, demonstrating its 

effectiveness in identifying malignant regions with high 

spatial accuracy. Compared to standard CNN and Faster 

RCNN baselines, the proposed architecture provided 

improved balance between classification precision and 

lesion localization. Visualization tools such as bounding 

box overlays and class activation maps (CAMs) further 

supported the interpretability of the model’s predictions. 

Overall, the RCNN framework shows promise as a 

diagnostic support tool, with potential to enhance the 

accuracy and efficiency of breast cancer screening using 

MRI. 

 

7. Future Work 

To advance this research further, several directions are 

proposed. First, integrating attention mechanisms into 

the RCNN pipeline may improve the model's ability to 

focus on subtle tumor features and reduce false positives. 

Second, extending the current framework to include 3D 

MRI sequences or alternative imaging modalities such 

as thermography could broaden its diagnostic utility 

across diverse clinical scenarios. Lastly, exploring 

lightweight and real-time detection architectures like 

YOLOv8 or improved Faster RCNN variants may allow 

for quicker deployment in clinical environments, 

enabling on-the-fly analysis without sacrificing 

accuracy. 
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