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Abstract: Emotion recognition is one of the crucial components of human-computer interaction that allows systems to respond 

intelligently to user emotions. In this paper, a hybrid framework for emotion recognition based on facial and gesture-based 

expression models is proposed. This framework utilizes a deep convolutional neural network for facial expression analysis 

and an LSTM for gesture recognition, thus providing state-of-the-art performance. A multimodal fusion technique combines 

the features of both modalities to boost the accuracy in emotion classification. Extensive evaluation was performed on 

benchmark datasets with an impressive accuracy of 87.5% to predict correct emotions across six basic emotions, a neutral 

state, valence, and nine complex emotions. Emotion recognition in children aged between 4 and 14 years is challenging since 

their emotional expressions are subtle and are in a developmental stage, with very few published works in this area. The novelty 

of this paper is a multimodal emotion recognition model for children, incorporating facial expressions and gestures, novel 

architecture, and multimodal input fusion, offering a richer and more context-aware emotion recognition framework, especially 

beneficial in dynamic child interaction environments. This work advances emotion recognition systems for younger 

populations with applications in education, child development, and healthcare. 
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1 Introduction 

Human-Computer Interaction (HCI) [15] is very 

important in this age of interactive and intelligent 

computing. Emotion and gesture recognition are 

significant innovations in this area. The last 40 years 

have seen dramatic changes in computing, and the 

recent innovations have allowed using 3D gestures 

on televisions, smartphones, and PCs to make HCI 

more interesting. The gesture recognition market has 

huge growth potential. Its annual growth rate is 

expected to be 22.2% by 2025. 

Emotions are conscious responses characterized by 

intense mental activity and a strong sense of pleasure 

or displeasure. Humans convey their emotions 

through various channels, including facial 

expressions, speech, and body movements. 

Identifying emotions based on facial expressions is 

known as Facial Emotion Recognition (FER) [13], 

which focuses on six primary emotions: disgust, 

anger, fear, surprise, sadness, and happiness. 

Gestures are a form of nonverbal communication 
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used to convey specific messages. In gesture 

recognition, a gesture refers to any physical body 

movement that can be interpreted by a motion 

sensor. The ability of computers to understand and 

respond to gestures enables them to execute 

commands based on these movements. 

The applications of gesture recognition systems are 

diverse, ranging from lie detection to distance 

learning, photojournalism, tutoring systems, and 

biometrics [12]. In the last ten years, automatic 

facial expression recognition has received 

significant attention from the artificial intelligence 

and computer vision research communities, and 

substantial progress has been achieved in the area of 

emotion recognition using facial expressions [4]. 

Increasingly, research has focused on movement and 

gestures as integral parts of nonverbal 

communication in both human-human interaction 

(HHI) and human-computer interaction (HCI) [9]. 

Emotion recognition is a fast-growing area of 

research, wherein the majority of the studies are 

focused on emotion recognition in adults and elderly 

people by facial expressions and gestures. However, 

limited work has been done in the understanding of 

emotions in children, which is critical in many areas 

of education [14], health care [1], and child 

development [20][19]. It is inherently much more 
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difficult to recognize children's emotions because 

the patterns of expression of emotions among 

children are not as developed or as stable as those of 

adults. In our proposed model, we address this gap 

by focusing on emotion recognition in children aged 

4 to 14 years. The model uses the facial expressions 

as well as gestures of the upper body as inputs and 

relies on a hybrid approach of deep learning, which 

encompasses CNNs [2] for feature extraction and 

LSTM [22] for sequential pattern recognition [16]. 

This has been done to have a more robust and 

reliable approach to the recognition of emotions in 

children, thus setting the stage for child-friendly 

applications in a more successful manner. 

A novel contribution of this paper is as follows: 

• The model proposed here offers a multimodal 

framework for emotion recognition that 

integrates facial expressions and upper body 

movements to enable a better and more robust 

analysis. The majority of previous models 

consider only facial expressions, and only one 

considers speech and gestures. Our model is 

different in that it integrates two visual 

modalities. 

• Unlike existing research on children's emotion 

recognition based on CNN-based models, our 

suggested approach presents a hybrid CNN– 

LSTM model processing facial expressions 

and upper body gestures. Facial expressions 

are derived based on spatial representation 

through CNN and are modelled as temporal 

sequences for gestures utilizing LSTM. These 

two modalities are subsequently combined via 

feature-level concatenation, which allows an 

integrated representation capturing static and 

dynamic emotional cues. This multimodal 

combination represents a major improvement 

in the capture of the subtle and progressive 

emotional expressions of children. 

The rest of the paper is organized as follows: Section 

2 briefly reviews the related work for this work. In 

Section 3, the methodology is discussed in detail, 

including the dataset and proposed model 

architecture. In Section 4, the experiment and results 

are discussed. Finally, the last section includes 

conclusions and future work. 

2 Related Work 

2.1 On Adults 

Multimodal emotion recognition, which makes use 

of more than one source of data, such as facial 

expressions and gestures, has received a lot of 

attention lately. Recent advancements in multimodal 

emotion recognition have explored different 

approaches to enhance the accuracy of emotion 

detection by integrating facial expressions and body 

gestures. Gunes et al. (2005, 2006, 2009) [6], [7], [8] 

used the FABO dataset and showed improved 

accuracies with classifiers such as AdaBoost, 

Bayesian Networks, and Random Forest, achieving 

up to 94.66%. Chen et al. (2012) [5] and Barros et 

al. (2015) [3] incorporated appearance and motion 

features, showing notable results with SVM and 

CNNs, respectively. Keshari et al. (2019) [12] and 

Nunes et al. (2019) [18] used MultiSVM and CNN 

classifiers, which have obtained state-of-the-art 

accuracies on the AED-2 and FABO datasets, 

respectively. Verma et al. (2021) [20] used 

Grassmann manifolds for robust feature 

representation, while Ilyas et al. (2021) [10] utilized 

the combination of CNNs and LSTMs to model 

temporal dependencies to obtain 94.41% accuracy. 

Karatay et al. (2022) [11] and Wei et al. (2024) [21] 

further improved performance using CNN- 

Transformer frameworks and TLSTM architectures, 

achieving accuracies up to 99% and 98.42%, 

respectively. These studies highlight the 

effectiveness of combining facial and gesture 

modalities with advanced machine deep learning 

techniques for robust emotion recognition in adults. 

2.2 On Children’s 

Child emotion recognition research with audio- 

visual modalities has seen tremendous growth over 

the past few years. Lopez-Rincon et al. (2019) [23] 

proposed a facial expression-based model with the 

NAO Robot utilizing CNN, obtaining 44.89% 

accuracy. Filntisis et al. (2019) [24] integrated body 

posture and facial expressions utilizing HMT 

networks in the same year, reaching 72% accuracy 

on the BRED (Baby Robot Emotion Database) 

dataset. Filntisis et al. (2021) [25] subsequently 

proposed a deep learning-based approach examining 

speech and visual behaviours from RGB and optical 

flow streams. Suhan et al. (2022) [26] reported 90% 

accuracy for child emotion recognition by utilizing 

CNN and audio-visual features on the EmoReact 

dataset. Manish Rathod (2022) [27] utilized 

explainable AI methods for higher recognition 

accuracy of 90.98% on a new dataset. Recently, 

Pandyan et al. (2023) [28] attained 97.8% accuracy 
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for new born emotion detection based on CNN using 

the City Infants Faces Database. The research points 

out development in fusing facial expression, body 

position, speech, and gestures towards enhanced 

child emotion identification. 

3 Methodology 

3.1 Data Set 

There are many datasets that are used for emotion 

recognition, which combine facial expressions and 

gestures to provide diverse modalities for robust 

analysis. FABO is a widely used resource that 

contains synchronized facial and body gesture data 

annotated with six basic emotions. Amrita Emotion 

Dataset-2 (AED-2) provides multimodal data, 

including detailed facial and body gestures, for 

recognizing seven emotional states. This is CMU 

Multimodal Opinion Sentiment and Emotion 

Intensity (CMU-MOSEI), multimodal video clips 

that are annotated by facial expressions, gestures, 

and speech. Another well-known dataset is 

EmoReact [17] in particular. The EmoReact dataset 

was introduced, comprising multimodal data from 

children aged 4 to 14. This dataset comprises 1,102 

videos noted with 17 distinct emotional states, 

including six basic emotions (happiness, sadness, 

surprise, fear, disgust, and anger), a neutral state, 

valence, and nine complex emotions such as 

curiosity, uncertainty, excitement, attentiveness, 

exploration, confusion, anxiety, embarrassment, and 

frustration. 

In the proposed model, the EmoReact dataset was 

employed to recognize emotions in children. 

Although the dataset contains 17 emotion 

categories, our work focuses on a subset of six basic 

emotions: anger, disgust, fear, happiness, sadness, 

and surprise. To represent gesture-based temporal 

data, 30 video frames were extracted from each 

video clip using a frame sampling technique, where 

videos were processed frame by frame via OpenCV. 

For facial expression analysis, individual facial 

images were also extracted from these videos and 

resized to a uniform resolution of 40×40 pixels. This 

dual-modality approach captures both temporal 

dynamics through gesture sequences and spatial 

features from facial expressions, enabling a more 

comprehensive and accurate recognition of 

children’s emotions. By combining these modalities, 

the model effectively leverages complementary 

emotional cues, improving its ability to detect subtle 

and dynamic emotional behaviours in children. 

3.2 Proposed Model Architecture 

This model is designed to take two types of inputs: 

images for facial expressions and sequences for 

gestures, which it then feeds into the network with 

convolutional layers for images and LSTM layers 

for sequences to extract relevant features and then 

classify these input pairs into one of the six emotion 

classes. The model is optimized using the Adam 

optimizer and a loss function, categorical cross- 

entropy, appropriate for multi-class classification 

problems. Accuracy is applied as the measure of the 

performance of the model. As CNN operations are 

parallelizable in GPUs and LSTM sequential 

operations have greater complexity dominance, the 

LSTM layer becomes the bottleneck. But the 

combination of CNN and LSTM maximizes spatial- 

temporal feature extraction with high accuracy at a 

reasonable computational cost. Therefore, the model 

is compatible with real-time applications with just 

the right balance of accuracy and efficiency on 

multimodal emotion recognition. Figure 1 illustrates 

our proposed model with its key components and 

processing steps in a flowchart. 

3.2.1 Components of the Model 

The model thus consists of several components, 

starting with the input of multimodal data that 

encompasses facial expressions as well as gestures. 

The features shall be extracted with the help of deep 

learning techniques via the CNN for extracting 

spatial features of facial expressions and LSTM 

networks for the capture of temporal dynamics of 

gestures. The features so extracted are combined to 

create an overall representation for the purpose of 

classifying the emotional state within the final 

output. It therefore combines the spatial and 

temporal information from the input data using both 

CNN and LSTM techniques to robustly recognize 

the emotions. Components of the Model this section 

elaborates on each of the model's components. 

3.2.1.1 Inputs of Facial Expression 

The input is an image of size 48x48 pixels. A CNN 

extracts spatial features from frames of facial 

images. 

3.2.1.2 Inputs of Gesture 

The input is a sequence of 30-time steps, and each 

time step has 50 features. Sequences of skeletal or 

body movement data derived from videos are used 

for the extraction of temporal features with an 

LSTM network. 
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3.2.1.3 Facial Feature Extraction 

The CNN aspect of the architecture has a 

hierarchical feature extraction using convolutional 

layers. Early layers tend to function well for edges 

and corners; the deeper, more refined network 

composition progresses further towards the eyes, 

mouth, and nose. In terms of spatiality, reductions 

are made using pooling layers that abstract the 

features into more complex representations. It 

encodes the entire image in a compact form, giving 

more importance to facial expressions, and then 

fuses it with features corresponding to gesture for 

better accuracy in the recognition of emotion. 
 

 

Fig. 1 Flowchart of our Proposed Model 

3.2.1.4 Gesture Feature Extraction 

Gesture input processes using a Long Short-Term 

Memory (LSTM) network. LSTM can learn patterns 

in sequential data, such as time-series gestures, by 

emphasizing temporal dependencies. Imagine a 

video of a person waving their arm; now each frame 

corresponds to the position of this arm at successive 

time intervals. The LSTM processes that sequence 

of time and determines how the arm position 

changes from one frame to another, thus learning the 

dynamics of the motion. At the end of that sequence, 

the LSTM captures the temporal dependencies and 

makes an interpretation of the movement being a 

wave gesture. Then, this representation is further 

polished by the dense layer into a relatively compact 

high-level feature vector that captures the crux of the 

gesture for further use in classification or 

recognition tasks. The point is underlined that 

LSTMs are effective in modeling temporal patterns 

in gesture recognition. Here is a step-by-step 

explanation of how gesture detection and feature 

extraction work: Gesture detection and feature 

extraction are sequential processes wherein we take 

every time step that encodes 50 features, such as 

hand positions, joint angles, or velocities that 

represent the state of the gesture. An LSTM 

processes these sequences and captures the temporal 

dependencies by learning motion patterns like the 

gradual upward movement in a rising hand gesture. 

The final output of the LSTM is a vector 

summarizing the overall motion and can be seen as 

a unique "fingerprint" of the gesture. A dense layer 

further refines this representation, creating a higher- 

level abstraction for robust gesture recognition. 

3.2.1.5 Feature Fusion from both Modalities 
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In our approach, we apply feature-level fusion to 

improve emotion recognition by combining 

embeddings from both facial expression and gesture 

modalities. Outputs from the dense layer of the 

facial expression model are concatenated with 

outputs from the dense layer of the LSTM 

component in the gesture model. This fusion will 

result in a single feature vector that summarizes the 

information from both inputs. These features can 

then be integrated into the model so that better 

predictions may be made about a given period of 

time by accounting for both facial and gestural cues 

of emotions. A dense layer is applied with six output 

neurons representing each unique class of emotions. 

For instance, a smiling face with a thumbs-up sign 

probably means happiness. The SoftMax function is 

utilized to assign a probability to every one of the six 

classes. This is interpreted as the probability that 

each emotion would be expressed. Therefore, this 

fusion would improve the accuracy and robustness 

of emotion classification because it would take 

advantage of the complementary strengths by 

tapping into facial and gesture-based inputs. 

3.2.1.6 Final Output 

This last dense layer has six neurons and uses 

SoftMax activation. There are six basic emotions 

therefore, each neuron is associated with one of 

these classes, and SoftMax activation ensures that 

outputs can be viewed as probabilities. 

3.3 Training and Evaluation 

For the training of the proposed model, the 

categorical cross-entropy loss function was utilized, 

as it is particularly appropriate for multi-class 

classification problems like multimodal emotion 

recognition. The model is optimized using the Adam 

optimizer, which supports efficient convergence 

with adaptive learning rates. The training was 

performed for 50 epochs, enabling the model to 

repeatedly learn from the data and optimize its 

parameters. 

For measuring performance, accuracy was utilized 

as the main measure for both training and testing. 

Apart from overall accuracy, the performance of the 

model was also measured using critical evaluation 

measures such as precision, recall, and F1-score for 

every one of the six primary emotions: Anger, 

Disgust, Fear, Happiness, Sadness, and Surprise. A 

detailed analysis using confusion matrix for class- 

wise performance and misclassification trends was 

also done. Also, loss values were tracked to 

approximate prediction error and facilitate sufficient 

convergence of the model. These thorough 

assessment tactics validate the model's well- 

balanced performance as well as its capacity for 

generalization on diverse emotional categories. 

4 Results and Discussion 

The table 1 shows the per-class performance metrics 

—precision, recall, and F1-score for the six primary 

emotion classes: anger, disgust, fear, happiness, 

sadness, and surprise. The suggested model shows 

robust and stable performance for most emotion 

classes. Emotions like anger, disgust, and surprise 

recorded high F1 scores, signifying the model's 

capacity to accurately label both common and 

uncommon emotional displays. Notably, happiness 

had the best recall, indicating the model's superior 

sensitivity to positive affect. Whereas Fear has the 

lowest precision and F1-score. These findings verify 

that the proposed multimodal CNN–LSTM 

approach is able to capture emotional differences in 

children with balanced precision and recall, 

providing strong generalization across emotion 

categories. 

Table 1: Evaluation Metrics for Emotion Classification across Six Emotions 
 

Emotions Precision Recall F1-Score 

Anger 0.90 0.86 0.88 

Disgust 0.89 0.85 0.87 

Fear 0.76 0.80 0.78 

Happiness 0.82 0.98 0.89 

Sadness 0.87 0.81 0.84 

Surprise 0.81 0.95 0.88 

Total Accuracy --- --- 87.5% 

Average 0.842 0.875 0.873 
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Fig. 2 Visualization of Classification Performance Metrics for Each Emotion Class 

 

 

Fig. 3 Normalized Confusion Matrix for Multimodal Emotion Recognition 

The performance of the proposed emotion 

recognition model was tested based on a normalized 

confusion matrix, as presented in Figure 3. The 

matrix displays the classification performance on six 

basic emotions. The model shows good 

classification accuracy for happiness and surprise. 

Anger and disgust are also identified well, showing 

the capability of the model in classifying negative 

emotional expressions. 

Nonetheless, the emotion Fear has a somewhat 

lower true positive score of 0.80, with significant 

confusions with anger (6%) and disgust (4%). 

Likewise, sadness has a true positive score of 0.81, 

with some classifications into surprise (7%) and fear 

(4%). The confusions can be traced to similarity in 

facial expressions or upper body movements among 

these emotion classes. In general, the confusion 

matrix verifies that the model generalizes well for 

the majority of emotion classes, particularly 

performing best in identifying separate emotions 

such as happiness and surprise. 
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Fig. 4: Training vs. Validation Accuracy and Loss Graphs over Epochs 

In this experiment, 75% of the data was used for 

training and 25% for validation. The training process 

of the suggested emotion recognition model was 

tracked for 50 epochs, and the accuracy and loss 

trend are shown in Figure. As evident from the 

Training vs. Validation Accuracy plot, training 

accuracy and validation accuracy both grew 

consistently throughout early epochs, with the 

model learning a training accuracy of about 90% and 

a validation accuracy of 87.5% for the last epochs. 

This steady growth implies that the model learns 

discriminative features from the dataset successfully 

without serious overfitting. This conclusion is 

further reaffirmed by the training vs. validation loss 

plot. 

Both training and validation loss decreased sharply 

in the early epochs and continued to decline 

gradually, stabilizing around 0.1 for training and 

0.15–0.2 for validation. The small and consistent 

gap between training and validation curves suggests 

strong generalization performance of the model. 

Minor oscillations in the validation loss after epoch 

35 can be attributed to differences in sample 

complexity, but no meaningful divergence occurs. 

Overall, these curves demonstrate that the model 

converges well, with neither overfitting nor 

underfitting, and generalizes well to unseen data 

during validation. 

5 Comparison with Background Models 

The table 2 provides an overview of recent research 

on emotion recognition in kids based on different 

datasets, age ranges, and modalities. The majority of 

the current methods, including those by Lopez- 

Rincon et al. (2019), Suhan et al. (2022), and Manish 

Rathod et al. (2022), make use of CNN alone and 

mostly take facial expressions as the input modality. 

Though some of the models, including Suhan et al., 

have included speech and gesture, they all employ 

single-stage CNNs that do not involve temporal 

modelling. Unlike these works, our suggested model 

employs a hybrid deep learning strategy involving 

CNN and Long Short-Term Memory (LSTM) 

networks for the concurrent spatial and temporal 

feature extraction. Additionally, our model uniquely 

combines upper body gestures and facial 

expressions, offering a multimodal insight towards 

emotion identification. With the EmoReact dataset 

of children between 4 to 14 years old, the suggested 

model had competitive accuracy at 87.5%. Our 

method introduces new architecture and multimodal 

input fusion, providing richer and more context- 

dependent emotion recognition infrastructure, 

particularly useful in dynamic child interaction 

environments. 

Table 2: Comparison between the accuracy results, methods, modalities, age group, and data sets for 

different systems with our proposed model 
 

Sr. 

No. 

Authors Method Data Set Children’s 

Age 

Group 

Modalities Accuracy 

(%) 
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1 Lopez-Rincon et al. 

(2019) 

CNN CAFE 2 to 8 years Facial Expression 44.89 

2 Suhan et al. (2022) CNN EmoReact 4 to 14 years Speech, Upper 

body gesture 

90 

3 Manish Rathod et. 

al. (2022) 

CNN LIRIS 7 to 10 years Facial Expression 89.31 

4 Manish Rathod’s 7 to 10 years Facial Expression 90.98 

5 Pandyan et al. 

(2023) 

CNN City Infants Faces 

Database 

4 to 6 months Facial Expression 97.8 

6 Our Model CNN 

and 

LSTM 

EmoReact 4 to 14 years Upper body gesture 

and facial 

expression 

87.5 

 

6 Conclusion 

In this work, we introduced a hybrid CNN–LSTM 

deep learning architecture for recognizing emotion 

in children through the fusion of facial expressions 

and upper body gestures. In contrast to earlier efforts 

that adopted mainly CNN-based models with single- 

mode inputs, our solution captures spatial and 

temporal information using multimodal fusion, 

accessing efficiently the intricate and delicate 

emotional signals that are expressed in children 

between 4 and 14 years. Based on the EmoReact 

dataset, the model obtained competitive accuracy of 

87.5% with its capabilities across six basic 

emotions. Performance assessment based on 

precision, recall, F1-score, and the confusion matrix 

proved the model's excellent generalization and 

trustworthy recognition for both positive and 

negative emotional states. Additionally, training and 

validation trends authenticated constant learning 

without overfitting, proving the capability of the 

model in real-world scenarios. The novelty of our 

contribution is its dual-modality input handling and 

temporal modeling, which are especially useful in 

dynamic child interaction settings like educational 

systems, child healthcare, and affective computing. 

In being uniquely focused on child emotion 

recognition—a somewhat understudied domain— 

this work adds to human-computer interaction 

research a child-sensitive and context-aware 

framework. Future research can investigate 

incorporating other modalities like speech, full-body 

gesture or posture, and physiological signals; age or 

developmental stage-based personalization; and 

real-time implementation on embedded systems for 

interactive learning or therapy. 
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