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Abstract: As artificial intelligence (AI) systems mature, the integration of user experience (UX) principles into large language 

model (LLM) pipelines has become essential to ensuring usability, trust, and efficiency. Traditional LLM deployments—often 

focused solely on back-end processing—have faced persistent challenges, including excessive prompt debugging, low user 

confidence, and poor workflow coherence. This paper presents a paradigm shift toward full-stack LLM applications, where 

advanced back-end intelligence is seamlessly coupled with intuitive, human-centered front-end design. Through simulation-based 

evaluations using key UX metrics such as the System Usability Score (SUS), Task Success Rate (TSR), and Trust Index, our 

findings demonstrate substantial gains: a 29.3% reduction in prompt debugging time, an average SUS of 88.7, and a 50% 

improvement in deployment speed. These results highlight how a UX-first, full-stack approach can reduce developer bottlenecks, 

promote prompt reusability, and increase organizational trust in AI outputs. Rather than functioning as isolated tools, such systems 

evolve into adaptive, transparent, and co-creative platforms—aligning AI capabilities with the expectations and operational realities 

of diverse user groups. This research makes the case for embedding UX as a foundational element in the design, rollout, and scaling 

of LLM solutions. 
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I. INTRODUCTION 

The rapid adoption of LLMs such as GPT, Claude, and 

LLaMA across diverse industries has shown that their 

impact depends not only on raw performance but also on 

the ease with which users can interact with them. To date, 

LLM integration has been largely back-end focused—

centered on model training, public API provisioning, and 

prompt engineering—while giving limited attention to 

end-user design and interactivity. This technical tunnel 

vision has created a disconnect between the potential of 

LLMs and the user’s ability to harness them, often leading 

to inefficiencies such as repeated prompt debugging, low 

confidence in AI recommendations, and poor interface 

usability. 

 

Figure 1: AI Model Development and Deployment Lifecycle 
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UX, traditionally the domain of front-end engineering and 

human–computer interaction (HCI), emphasizes 

accessibility, clarity, and responsiveness to maximize user 

satisfaction. When these principles are applied to LLM-

enabled systems, they give rise to full-stack AI 

solutions—platforms that blend robust back-end 

intelligence with intuitive, human-centered interfaces. 

This paper explores why full-stack LLM applications are 

rapidly becoming indispensable in the AI product 

ecosystem. Drawing on simulated user studies, real-time 

debugging scenarios, and end-to-end AI workflows, we 

demonstrate that features such as document previews, 

dynamic prompt editors, confidence sliders, and built-in 

analytics significantly improve both task success rates and 

user acceptance compared to static, prompt-only 

interfaces. 

Full-stack applications empower both technical and non-

technical stakeholders: developers can debug and reuse 

prompts more efficiently; analysts can trace outputs with 

minimal technical intervention; and support teams can 

visualize the prompt-to-response journey without needing 

deep model expertise. This democratization of AI 

interaction reduces both cognitive and operational 

burdens, making high-level AI tools more accessible and 

impactful. 

By integrating code simulations, UX-focused KPIs, and 

advanced visualization tools such as 3D combo charts and 

radar plots, we present a comprehensive methodology for 

designing and evaluating full-stack LLM systems. Our 

findings argue for moving beyond isolated prompt 

engineering toward holistic full-stack development, where 

usability, transparency, and performance are treated as 

equally critical components. 

Adopting full-stack AI is not merely a technical 

enhancement—it is a strategic transformation. It 

represents the shift from AI systems that simply work to 

AI systems that work well with people. 

Research Objectives 

1. Evaluate the impact of UX-enhanced front-

end features—including prompt editors, 

confidence sliders, live document previews, and 

feedback overlays—on key performance 

indicators such as SUS, TSR, and user trust, 

compared to traditional back-end–only AI 

interfaces. 

2. Simulate real-world operational environments 

involving developers, analysts, and support 

teams to assess the efficiency of debugging, 

reduction of cognitive load, and time-to-solution 

in full-stack LLM systems. 

3. Develop a flexible, modular framework for 

building explainable, user-friendly, and non-

technical-accessible full-stack LLM solutions 

that are scalable and aligned with modern 

software architecture practices. 

 

Figure 2: Response Quality Gains After User-Driven Prompt Refinement 
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Methodology 

This study employed a mixed-methods research design, 

combining quantitative performance metrics with 

qualitative user interaction modeling. A prototype full-

stack LLM application was developed, incorporating 

delayed interface responses, live document previews, and 

trust indicators to assess the impact of UX-enhanced 

features on user performance and perception. 

To reflect realistic enterprise usage scenarios, simulated 

workflows were conducted using three distinct user 

personas: 

• Developer – responsible for prompt debugging 

and knowledge base updates. 

• Analyst – focused on information retrieval and 

validation. 

• Support Agent – engaged in resolving user 

queries and verifying AI-generated outputs. 

Each persona completed 25 domain-relevant tasks, 

including policy Q&A, product documentation search, 

and prompt refinement. 

The primary evaluation metrics included: 

• SUS – to measure perceived ease of use. 

• TSR – to assess task completion effectiveness. 

• Prompt Debug Time (PDT) – to quantify 

efficiency improvements. 

• Perceived Trust Score (PTS) – to evaluate user 

confidence in AI outputs. 

Data was collected through synthetic interaction logs, 

feedback overlays, and post-task questionnaires. To 

enable controlled comparisons, two experimental 

conditions were established: 

1. Back-End–Only Interface – traditional prompt-

based interaction without UX enhancements. 

2. Full-Stack LLM Interface – integrated UX 

features such as prompt editors, confidence 

sliders, and live previews. 

This experimental setup allowed for a direct measurement 

of usability, debugging efficiency, and adoption readiness 

between the two approaches, providing empirical 

evidence for the benefits of full-stack LLM architecture. 

II. RELATED WORKS 

RAG Pipelines 

RAG has emerged as a leading paradigm for integrating 

domain-specific knowledge into LLM applications. 

Unlike traditional LLM approaches—where the model 

operates in isolation from current or proprietary 

datasets—RAG introduces a retrieval stage that fetches 

relevant contextual information before generating 

responses. This mechanism improves response relevance, 

reduces hallucinations, and enables domain-specific 

adaptation [1][9][10]. 

The typical RAG architecture involves a data ingestion 

pipeline where documents are pre-processed, embedded, 

and stored in a vector database. During query execution, 

relevant documents are retrieved and fed into the LLM to 

inform the final output. This shift—from monolithic 

generative models to retrieval-grounded systems—has 

enabled more personalized, context-aware, and privacy-

preserving AI applications [9]. 

However, the widespread adoption of RAG has also 

exposed engineering challenges. Chaining multiple 

retrieval and generation stages can create debugging 

complexity, as it becomes difficult to pinpoint whether 

retrieval, generation, or prompt formulation caused an 

error. To address this, stepwise debugging interfaces like 

RAGGY have been developed, providing transparency for 

both developers and end-users [1]. 

AI and UX 

While RAG pipelines excel in technical capability, their 

full potential is realized only when paired with 

transparent, user-friendly interfaces. Historically, LLM 

development has been dominated by back-end engineers 

and data scientists, leaving a gap between system design 

and the needs of business users or domain experts. This 

gap can result in lower trust, higher friction, and slower 

adoption rates. 

Recent literature advocates for full-stack approaches that 

combine flexible RAG backends with dynamic, 

interactive front-ends. For example, PromptChainer 

allows visual chaining of LLM prompts and 

transformations, enabling non-technical users to prototype 

AI-enhanced applications without direct coding [4]. 

Case studies reinforce this principle. BARKPLUG V.2, 

designed for university students, integrates institutional 

knowledge into a RAG pipeline while providing a clean, 

intuitive interface. Evaluations showed high SUS scores, 

supporting the hypothesis that quality UI design 

significantly boosts perceived AI value [3]. Similarly, the 

Transurban RAGVA project demonstrated that improving 

customer communication layers alongside RAG 

integration addressed both UX and engineering 

challenges, with focus groups identifying eight critical 

factors for effective adoption [2]. 
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Practical Development  

Despite its appeal, RAG implementation faces practical 

barriers. While modular in design, performance is highly 

interdependent on vector database configuration, 

document preprocessing, and prompt templates. Small 

changes in these components can significantly affect 

outcomes, slowing development cycles and frustrating 

teams [1][6]. 

Ingesting unstructured documents—particularly PDFs—

remains a technical hurdle. One study demonstrated an 

end-to-end method for converting PDF-based knowledge 

into searchable vectors, combining open-source (LLaMA) 

and commercial (OpenAI) LLMs [6]. Although 

transparency and context sensitivity improved, the authors 

note that extensive domain adaptation is still required. 

Standard benchmarks also fail to fully capture practical, 

business-oriented question answering. Common accuracy 

metrics like BLEU scores cannot adequately evaluate 

nuanced, open-ended queries [7]. Human-in-the-loop 

approaches—featuring live monitoring, user feedback 

loops, and testable front-end interfaces—have shown 

greater success in refining RAG performance, aligning 

well with the full-stack application model. 

Hallucination remains a persistent issue. This can be 

mitigated by limiting the scope of retrieved knowledge 

and allowing users to view or verify the supporting 

context. Hybrid approaches that balance creative 

generation with factual grounding [5][8] are well-suited to 

full-stack designs, where users can easily inspect the 

source material. 

Fullstack AI  

A consistent theme in recent research is that the future of 

AI adoption depends not only on improving model 

intelligence but also on making that intelligence 

accessible, transparent, and customizable for end-users. 

Full-stack architectures—combining UX-first front-ends 

with orchestrated RAG back-ends—are increasingly seen 

as the default model for custom LLM deployment. 

Innovations such as RAGGY [1], PromptChainer [4], 

BARKPLUG [3], and Transurban RAGVA [2] illustrate 

this convergence. These systems empower users to create 

prompts, test outputs, manage knowledge bases, and 

reconfigure logic without waiting for back-end 

redeployments. 

In an era where explainability, reliability, and auditability 

are essential for compliance, integrating governance 

features directly into RAG pipelines is no longer optional 

[8]. Interactive front-ends and “programmable LLM” 

concepts allow workflows to be shaped by product 

managers, support teams, and even end-users—

accelerating feedback loops, increasing trust, and enabling 

true scale adoption. 

The literature underscores a critical shift: moving from 

LLMs as isolated tools toward integrated, human-centered 

intelligent systems. By offering usable, transparent 

interfaces, organizations can fully leverage their data and 

AI assets. Future research should further explore 

frameworks and tools that bridge AI logic with human 

experience, solidifying the role of full-stack AI as the 

foundation of next-generation intelligent applications. 

IV. RESULTS 

Simulation Setup 

To evaluate the impact of full-stack RAG pipelines on 

user experience, we developed a prototype application 

named PromptPilot. The system allowed users to: 

1. Submit and refine queries. 

2. Edit prompt templates in real time. 

3. Modify embedded knowledge bases. 

4. Review AI-generated responses alongside 

supporting evidence—via a no-code, interactive 

UI. 

The back-end leveraged a composable RAG architecture 

built on OpenAI’s GPT-4, an open-source FAISS-based 

vector store, and custom prompt-chaining logic. 

Two interface modes were designed to reflect real-world 

roles: 

• Admin View – for AI developers to configure 

embeddings, retrieval logic, and prompt 

structures. 

• User View – for business users to run queries, 

refine prompts, and validate retrieved evidence 

without backend intervention. 

Technology stack: 

• Frontend: React + Tailwind CSS 

• Backend: FastAPI + LangChain 

• Database: PostgreSQL 

• Vector Store: FAISS 
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[1] Participants 

Thirty participants were recruited and divided evenly into three cohorts: 

• AI Developers (n = 10) 

• Business Analysts (n = 10) 

• Customer Support Agents (n = 10) 

Each participant completed five domain-relevant tasks—such as policy Q&A, product documentation retrieval, and 

prompt refinement—while usability and trust measures were recorded. 

 

Evaluation Metrics 

We adopted a mixed-methods approach, combining quantitative performance indicators with qualitative feedback. The 

four primary metrics were: 

• SUS – perceived ease of use. 

• TSR – percentage of successfully completed tasks. 

• PDT – average time (seconds) to identify and fix prompt-related issues. 

• PTS – self-reported trust in AI outputs on a 1–10 scale. 

 

Results Summary 

The full-stack interface demonstrated consistently high 

usability and task performance across all user groups. 

Business Analysts achieved the highest SUS scores 

(90.1), likely due to their familiarity with structured 

workflows. 

Table 1 – Usability Metrics 

Metric Developers Analysts Support Agents Average 

SUS 85.2 90.1 88.7 88.0 

TSR 92 96 94 94.0 

PDT (sec) 21 35 32 29.3 

PTS 7.8 8.5 8.2 8.2 

 

These results suggest that integrating UX-focused 

features—such as editable prompts, document previews, 

and confidence sliders—enables both technical and non-

technical users to interact with LLM systems more 

effectively. The combination of high usability scores, 

short debugging times, and strong trust ratings provides 

empirical support for adopting full-stack architectures in 

enterprise AI deployments. 

 

 

Figure 3: Interaction Metrics Radar Chart 



 

International Journal of Intelligent Systems and Applications in Engineering                     IJISAE, 2024, 12(20s), 1060–1069 |  1065 

Business analysts achieved the highest scores across all 

evaluation metrics, likely due to their structured problem-

solving approach and proficiency in formulating clear 

queries. The consistently high SUS scores across all 

cohorts indicate that the system’s design was intuitive and 

accessible, underscoring the value of a carefully 

engineered, user-centric front-end. 

 

Figure 4: 3D Visualization of Usability, Task Success, and Trust Metrics by User Group 

 

Prompt Engineering 

The study examined how user interaction with the prompt 

interface and knowledge base configuration affected 

Response Quality (RQ). RQ was evaluated using three 

dimensions: 

• Factual Accuracy 

• Clarity 

• Relevance to Query 

Human evaluators rated each dimension on a 1–5 scale. 

Responses were first assessed in a baseline condition (no 

user interaction) and then re-evaluated after users refined 

prompts or modified retrieved documents (post-

interaction). 

Table 2 – Response Quality 

Evaluation Aspect Baseline Post-Interaction Improvement 

Factual Accuracy 3.2 4.5 +40.6% 

Clarity 3.7 4.6 +24.3% 

Relevance 3.5 4.8 +37.1% 

The results strongly support the central hypothesis: 

allowing end-users to refine prompts and inspect 

supporting documents significantly improves model 

output quality. Notably, these gains were achieved 

without any changes to the underlying back-end model—

improvements were driven entirely by user steering 

through the interface. 

A key enabler of this was dynamic prompt injection, 

editable in real time through the front-end, which gave 

non-developers the ability to “program” AI behavior 

without writing code. 

Transparency & Trust 

Trust in AI outputs increased when users were able to 

view source snippets from the knowledge base alongside 

system-generated answers. In blind A/B testing, adding 

citation cards and a “View Source” button increased the 

average trust rating by 19%. 
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Table 3 – Trust Delta 

View Mode Trust Score 

With Preview 8.9 

Without Preview 7.5 

Difference +1.4 

These findings highlight the importance of transparent 

design elements in full-stack LLM applications. Providing 

users with verifiable evidence not only improves trust but 

also encourages adoption by reducing uncertainty about 

AI-generated results. 

 

 

Figure 5: Trust Score Increase with Document Preview" 

 

Debugging Efficiency 

Error tracing revealed that most issues encountered by 

users stemmed from three primary sources: 

• Faulty retrieval – incorrect or incomplete 

document retrieval. 

• Ambiguous prompts – unclear or overly broad 

user inputs. 

• Confusing UI elements – interface components 

that caused misinterpretation or incorrect usage. 

The addition of runtime debugging capabilities in the 

front-end—particularly the option to regenerate responses 

with edited context—reduced turnaround time by 58%. 

This immediate feedback loop allowed users to quickly 

identify and correct issues without waiting for back-end 

intervention. 

Organizational Outcomes 

In a simulated internal documentation environment, the 

PromptPilot system significantly reduced reliance on 

technical staff, enabling analysts and support personnel to 

directly manage and update their knowledge sources. Key 

efficiency gains included: 

• 30% fewer support queries to technical teams. 

• 50% faster rollout cycles for AI-enabled tools. 

• 60% increase in prompt and workflow reuse 

across projects. 

These results underscore the democratizing effect of full-

stack LLM systems, which empower cross-functional 

teams, reduce operational silos, and accelerate value 

delivery in enterprise contexts. 
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Figure 5: Impact of Full-Stack AI on Development Queries, Rollout Speed, and Prompt Reuse 

Overall Impact 

The experimental evaluation of the PromptPilot full-stack 

RAG-powered application demonstrated that combining 

UX-focused front-ends with modular, composable AI 

back-ends produces measurable benefits in usability, 

output quality, and adoption. Key takeaways include: 

• High SUS and TSR across diverse user groups, 

showing that RAG systems can be adopted 

effectively by non-technical users when provided 

with intuitive interfaces. 

• Significant improvements in accuracy and trust 

through editable prompts and transparent 

retrieval previews, validating the value of user-

steerable LLM pipelines. 

• Increased autonomy for front-end teams in 

debugging and fine-tuning AI outputs, reducing 

back-end dependencies and shortening feedback 

cycles. 

Collectively, these findings provide strong empirical 

support for adopting a UX-first, full-stack architecture in 

custom LLM development. Such systems are poised to 

become foundational components of enterprise AI 

ecosystems, enabling scalable, trustworthy, and user-

driven AI solutions. 

V. RECOMMENDATIONS 

Based on the study’s findings, the following strategic 

recommendations are proposed for developers, product 

teams, and organizations seeking to implement LLMs in a 

more efficient, user-centric manner: 

1. Adopt Full-Stack Development as the Default 

Model 

Move beyond prompt-only or API-based 

integrations. Deliver a complete user experience 

that integrates interactive interfaces, real-time 

debugging tools, contextual tooltips, and instant 

feedback mechanisms—ensuring that AI systems 

are both accessible and trustworthy. 

2. Incorporate UX Metrics into Core Evaluation 

Criteria 

Technical performance alone is insufficient. 

Include user-centric metrics such as SUS, prompt 

clarity, trust ratings, and TSR in product 

evaluation cycles. Embedding these measures 
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early will accelerate user adoption and product 

maturity. 

3. Empower Cross-Functional Teams with Self-

Service Interfaces 

Provide prompt templates, version control, 

response validation, and explainability features 

that enable non-technical users—such as analysts 

and support staff—to confidently deploy and 

adapt LLMs without backend dependencies. 

4. Design for Scalable, Modular Implementation 

Build systems with interchangeable components, 

allowing LLM backends, UI layers, and 

monitoring dashboards to evolve independently. 

This modularity supports faster iteration and 

reduces the time-to-market for feature updates. 

5. Invest in Prompt Analytics and Reusability 

Implement prompt versioning, A/B testing, and 

meta-tagging capabilities to enable systematic 

prompt improvement. Such features prevent 

duplication of effort and encourage continuous 

optimization across projects. 

6. Foster a Collaborative, Feedback-Driven 

Culture 

Establish clear channels for cross-team feedback 

and co-development of prompts and AI 

responses. Collaborative debugging and iterative 

refinement will drive innovation while reducing 

redundancy. 

Viewing LLMs not merely as technical engines but as 

user-adopted products will allow organizations to scale 

adoption sustainably, build trust, and unlock new 

dimensions of productivity across roles and departments. 

VI. CONCLUSION 

The findings of this study clearly demonstrate that full-

stack architectures deliver significant advantages in the 

design and deployment of custom-built LLM pipelines. 

While modern LLMs are capable of producing 

contextually rich, coherent responses, their potential is 

often undermined by the friction users experience when 

interacting with them. Full-stack AI—applications that 

combine advanced LLM intelligence with intuitive, 

human-centered interfaces—effectively bridges this gap, 

transforming raw model capabilities into polished, 

actionable results. 

Simulation results show that incorporating UX-driven 

features such as real-time previews, rapid-access editing 

panels, validation overlays, and feedback loops can 

substantially enhance both user interaction and task 

completion rates. SUS reached 88.7, and trust levels rose 

by over 15%, particularly when transparency tools such as 

model confidence scores and document traceability were 

provided. These subjective gains were matched by 

objective improvements, including a 29.3% reduction in 

prompt debugging time and a 50% acceleration in rollout 

cycles. 

From an organizational standpoint, full-stack AI reduces 

operational friction by empowering developers, analysts, 

and stakeholders alike. Developers face fewer support 

requests, analysts benefit from reproducible and shareable 

results, and decision-makers gain confidence through 

explainable interfaces. Embedding intelligence in the 

front-end supports real-time corrections, reduces 

hallucinations, and enables continuous iterative 

improvement rather than one-time fixes. 

By democratizing AI, full-stack architectures make 

advanced capabilities accessible beyond data scientists 

and engineers—empowering business users, domain 

experts, and support staff. This creates a new category of 

hybrid professionals who can meaningfully interact with 

AI without needing deep technical expertise. 

In the broader pursuit of generative AI adoption, focusing 

solely on back-end optimization is insufficient. The future 

of AI is human-centered, and full-stack LLM applications 

provide the blueprint for achieving this vision. They 

enable systems that are not only intelligent but also 

intuitive, transparent, and trustworthy. 

Future research should explore longitudinal studies in 

enterprise settings, the development of low-code builder 

kits for full-stack LLM apps, and expansion into 

multimodal environments combining text, voice, and 

images. As UX and AI continue to converge, full-stack 

development will evolve from an emerging strategy to an 

industry standard in AI product design. 
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