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Abstract: Diabetic  Retinopathy  (DR)  is  one  of  the  leading  causes  of  vision  impairment  among  diabetic  patients.  With 
advancements in Machine Learning (ML) and Deep Learning (DL) techniques, predictive models for DR have significantly 
improved in accuracy and precision. This comparative analysis systematically explores various ML and DL approaches used 
in  DR  risk  prediction,  focusing  on  key  techniques  such  as  Convolutional  Neural  Networks  (CNN), hybrid models, and 
advanced pre-processing methods. Following a comprehensive literature search from 2019 to 2024, using databases like Web 
of  Science,  Scopus,  ResearchGate,  ScienceDirect,  and  Springer,  this  review  adheres  to  PRISMA  guidelines  to  ensure 
methodological rigor. Studies have demonstrated promising results, with several models achieving high accuracy rates, such 
as 99.18% for vision-threatening DR detection. The key observation of this study is that deep learning, particularly with the 
latest technologies, outperforms traditional ML methods in every aspect of the prediction and classification of image datasets. 
However, challenges persist, particularly in terms of model generalization, data labeling, and computational complexity. This 
study provides a detailed comparative analysis of these techniques and identifies research gaps, including the integration of

unsupervised learning methods and improving computational efficiency for real-world applications.

Keywords: Deep Learning, Diabetic Retinopathy, Feature Extraction, Machine Learning, Computer Vision. 

 

1. Introduction 

Diabetes is a non-infectious, metabolic disease that 

occurs when insulin secreted by the pancreas 

(necessary to control blood sugar) is not released or 

metabolized by blood sugar [1,2]. Diabetic 

Retinopathy (DR) does not cause any symptoms at 

first, but over time it can develop along with other 

eye diseases, so everyone should have their eyes 

checked at least once a year to protect their eyes as 

soon as possible. Gestational diabetes during 

pregnancy can cause DR. Genetics also play an 

important role in DR associated with glucose, low 

lipoprotein, and systolic blood pressure [3-7]. There 

are three very effective and important treatments for 

DR, including laser surgery, corticosteroid 

injections or Anti Vascular Endothelial Growth 

Factor (VEGF) drugs, and vitrectomy [8- 10]. The 

key to delaying the onset of DR is to maintain good 

blood sugar control [11]. High blood sugar 

(hyperglycemia) is the result of persistent blood 

sugar and, over time, can cause serious damage to 

many organs in the body, including veins and 

arteries. Similarly, dangerous sugar can build up in 

the retina's blood vessels over time, leading to 

blindness, so eyes  

with DR should be worried. 

 

Figure 1 shows the real Optical Coherence 

Tomography (OCT) diabetic image set that 

illustrates various stages of diabetic retinal disease, 

progressing from a normal retina (A) with smooth, 

intact layers to advanced stages characterized by 

significant structural damage.  

Image (B) shows mild diabetic changes with minor 

undulations that suggest early fluid accumulation, a 

precursor to more serious retinal issues. In (C), 

Diabetic Macular Edema (DME) is evident with 

substantial swelling and cystoid spaces, indicating 

fluid build-up that can impair vision. Image (D) 

represents advanced DR, with pronounced 

structural abnormalities and potential 

neovascularization, where fragile, new blood 

vessels may leak fluid or blood. Finally, (E) shows 

severe cystoid macular edema or a macular hole 

with large cystic spaces or retinal thinning, 

representing significant progression that could lead 

to serious visual impairment. This sequence 

emphasizes the importance of early detection and 

treatment in diabetic eye care. 
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Figure 1: The OCT Diabetic Eye Images from (NDR to DR) 

 

ML plays a critical role in diagnosing and predicting 

DR among people who have diabetes [12-15]. 

Through the analysis of extensive data, including 

retinal images, patient history, and clinical factors, 

ML algorithms can identify patterns and features 

related to the early onset and progression of DR 

[16]. Because of this, most ML techniques are used 

for classification and predictive purposes. These 

models are trained on labeled datasets, where the 

algorithm learns to identify key markers of DR 

[17,18]. Trained models can provide faster, more 

accurate and automated prediction and thus improve 

early detection rates. Early diagnosis through ML 

helps ophthalmologists in better decision-making 

and timely treatment, which forbids complications 

like vision loss [19,20]. The ML models can also 

include multiple risk factors such as glucose, 

genetics, and lifestyle data to provide a 

comprehensive risk profile to the patients and, 

therefore, have an enhanced treatment plan and 

improved patient outcomes [21,22]. 

Deep learning (DL), on the other hand, is also a 

subset of ML, which has proven promising results in 

DR detection and prediction. It is especially 

efficient at analyzing medical images for 

diagnosing DR [23]. Unlike most of the traditional 

models based on ML, which require manual 

extraction of features during a learning process, DL 

models can automatically learn intricate patterns 

and features from raw image data without any 

human interference in the learning process [24-26]. 

As the DL technique offers better accuracy and can 

well process complex information, its applications 

in DR screening have increased rapidly in recent 

times [27]. These models were trained based on 

huge sets of labelled images and can now determine 

quite accurately the earliest possible signs of DR, 

even better than many traditional learning 

algorithms as well as expert ophthalmologists 

[28,29]. Most notably, transfer learning and 

ensemble models, two of the recent advances in 

deep learning, have improved the existing 

effectiveness of DR detection. Transfer learning 

allows large datasets to be fine-tuned for specific 

tasks, thus decreasing the requirement for huge 

datasets that tend to be challenging to obtain in the 

medical field [30]. This makes deep learning models 

highly accurate but, at the same time, practical 

enough for their deployment in real- world clinical 

environments [31]. 

 

1.1 Sign and Symptoms of diabetic retinopathy 

The following are some of the signs of diabetic 

retinopathy and Figure 2 shows these in pictorial 

form. 

• Retinal hemorrhages deep (dot and blot) are 

common and superficial (flame-shaped) at capillary 

leakage. 

• Hard exudates look like yellow-white waxy 

patches at a macular area in a circinate/clump 

pattern. 

• Vitreous hemorrhage develops due to the 

proliferation of nonvascularized vessels in the plane 

of the retina. 

• When blood sugar levels are not under control, the 

lens produces enzymes that convert glucose to 

sorbitol, a hazy substance that causes cataracts to 

form [32,33]. 
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Figure 2: Sign of Diabetic Retinopathy [34]. 

 

The following are the symptoms of diabetic 

retinopathy: 

• Floaters/dark strings, due to high blood sugar 

levels in bloodstream vessels get leaked, and the 

blood spots in the retina create a shadow of tiny 

particles called floater/dark strings. 

• Leakage from damaged blood vessels in the 

macula is responsible for central blindness [35,36]. 

• A distorted vision can lead to an oedematous 

macula due to leaky capillaries with visual 

distortion and discomfort in night vision take place. 

• Complete blindness occurs due to high blood 

sugar, further damage to the retina, and even total 

blindness [37]. 

 

1.2 Types of diabetic retinopathies 

This section outlines the different types of DR, 

ranging from no apparent symptoms in the early 

stages to more severe forms like Proliferative 

Diabetic Retinopathy (PDR), which can lead to 

vision impairment and complications such as 

Diabetic Macular Oedema (DME). 

 

➢ No apparent diabetic retinopathy 

There are no symptoms in this stage, but the risk of 

infection and blindness can require regular 

monitoring and appropriate treatment. It includes all 

abnormalities and requires periodic evaluation of 

the retina. 

 

➢ Mild non-proliferative diabetic retinopathy 

Micro aneurysm is a sign with a latency period of 6 

to 12 months and needs to be financially controlled. 

 

➢ Moderate non-proliferative diabetic 

retinopathy 

Symptoms include microaneurysms, pinpoint 

hemorrhages (intraretinal hemorrhages or venous 

bead hemorrhages), hard exudates, and cottony 

spots. The presence of Intraretinal Microvascular 

Abnormality (IRMA) indicates ischemia and is a 

precursor to neovascularization [38]. 

 

➢ Proliferative Diabetic Retinopathy (PDR) 

The most common type of DR is characterized by 

neovascularization of the optic disc, retina, iris, and 

angle alone or tractional retinal detachment with 

vitreous/preretinal hemorrhages or blurred vision 

[39]. Figure 3 shows the various stages of diabetic 

retinopathy. 

 

 
Figure 3: Stages of Diabetic Retinopathy [34]. 

 

Among the most difficult challenges that 

ophthalmologists face daily is predicting the 

progression of DR [40]. Because early therapy can 

slow down the progression of DR, a common goal 

is to detect it early before it causes irreversible 

visual loss [41–43]. There is an urgent need for more 

investigation and understanding of the evolution of 

DR in clinical practice and research. 
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The development of DR and the rate at which it 

progresses in various individuals can be explained, 

in part, by the role that risk factors play in these 

processes [44,45]. These factors also contribute to 

the development of DR and its advancement to the 

sight-threatening stage of PDR. To address the 

growing risk of vision loss and lower the expenses 

associated with managing advanced stages of DR, it 

is crucial to screen for persons at high risk of the 

disease progressing from the non-proliferative to 

the proliferative stage and to intervene early [46]. 

Preventative medicine and individualized treatment 

can't proceed without a thorough comprehension of 

DR progression according to these risk variables. 

Accurately forecasting the progression of DR and 

using important risk factors as input variables to 

develop predictive models is important [47,48]. ML 

algorithms with mathematical formulas make up a 

risk prediction model, which measures the 

likelihood of specific negative occurrences 

happening in the future. 

 

1.3 Machine learning for DR 

Machine Learning, and notably deep convolutional 

neural networks, are certain to find their way into 

risk prediction models. This is because these 

networks are so good at mining massive amounts of 

patient data for complex patterns and at deducing 

the complex interrelationships between risk factors 

and people's histories of illness [49,50]. Models 

utilizing ML approaches have been suggested 

lately, with three main types of predictors or risk 

factors: genetics, socio-demographics, and fundus 

imaging [51–55]. To get better results from models, 

some research mixes many risk factors. 

Consequently, there have been a lot of efforts to 

create reliable prediction models for early detection 

of DR [56]. Conventional models, built using 

statistical analysis and feature engineering by hand, 

lack robustness and discriminative capability when 

compared to models trained using ML techniques; 

as a result, they normally display less-than-ideal 

predictive performance. 

 

1.3.1 Deep Neural Networks for DR 

Deep Neural Network (DNN) is an ML technique 

built on the foundation of Artificial Neural 

Networks (ANNs) [57,58]. Many areas of computer 

vision, speech recognition, medication design for 

Natural language processing (NLP), medical image 

analysis, and game programming have effectively 

utilized deep learning architecture [59– 63]. 

Furthermore, methods such as hyperparameter 

optimization have been effectively used to further 

improve the performance of conventional DNN 

models. These methods show great promise for 

automating pathological screening and disease 

prediction through data analysis, thus reducing the 

need for human interpretation. Therefore, it is 

crucial to use these advanced DNN models to detect 

DR to slow the progression of the disease, which 

causes lifelong blindness. 

Deep learning is an approach in ML as well as 

artificial intelligence that seeks to replicate human 

learning processes for the acquisition of specific 

types of information. Through the use of DL, 

computer models can acquire the ability to learn 

how to classify images, texts, and sounds [64-66]. It 

aids in achieving precision levels that are higher 

than human capability. Neural network topologies 

with several layers are used to train models from big 

quantities of labeled data. The activation functions 

used by each layer aid in the fragmentation of useful 

information and the elimination of irrelevant 

information. Data scientists rely heavily on deep 

learning, a platform for automating predictive 

analytics through statistical and predictive modeling 

methods [67]. The below figure 4 shows the deep 

learning framework for the detection of DR. The 

general flow for detecting DR using DL begins with 

collecting retinal images, which are then pre-

processed to enhance their quality by improving 

contrast and removing noise. These enhanced 

images are fed into a deep learning model, which 

automatically extracts features from the image, such 

as hemorrhages, exudates, or abnormal blood 

vessels. The model learns to identify and classify 

these features by training on large datasets of 

labeled images. The extracted features are then used 

to classify the severity of DR into different stages, 

such as no DR, mild, moderate, severe non-

proliferative DR, or proliferative DR. By 

continuously optimizing the model's parameters 

through methods like backpropagation and using 

performance metrics such as accuracy, sensitivity, 

and specificity, the deep learning system can make 

predictions that help in early diagnosis and 

treatment planning for DR. 

Features 
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Figure 4: General framework for Detection of DR using Deep Learning [68]. 

 

The algorithms used in deep learning are structured 

hierarchically, with each level of abstraction and 

complexity building upon the one below. A 

statistical model is produced as an output by the 

algorithm in the hierarchy once it has learned to 

employ non-linear transportation on its input. The 

process is repeated until the output is accurate 

enough to be considered acceptable. Rather than 

relying on human feature extraction, deep learning 

approaches train their models using large datasets 

with labels and topologies for neural networks that 

learn from the data, with a capacity to hold nearly 

150 hidden layers [69]. A subset of DNN known as 

CNNs learns features from input data and processes 

two-dimensional visual data using convolutional 

layers [70–72]. It takes pictures as input and 

automatically extracts features, doing away with the 

need for human intervention. When it comes to 

computer vision object classification tasks, deep 

learning models perform better since the features are 

learned as the network trains on a set of photos, a 

process also called autonomous feature extraction. 

Using the hidden layers, it can detect image features 

[73–75]. Colored images of the fundus of a patient 

have been analyzed using deep CNN to identify and 

differentiate characteristics associated with macular 

oedema and diabetic retina [76,77]. Equations for 

certain summations and convolutions are the 

building blocks of neural networks' mathematical 

models. The DR's class and grade are determined by 

receiving input and calculating the output by using 

the neural network. Due to the iterative nature of 

deep learning neural networks, optimization 

functions are utilized by all DNN models to 

determine the optimal combination of 

hyperparameters [78]. A data-driven approach is 

taken to adjust the output calculation parameters to 

reduce the inaccuracy in class detection and manual 

annotations [79]. 

This review paper aims to critically evaluate risk 

prediction models for DR using ML and DL 

techniques. The primary objective is to assess the 

effectiveness of these models in predicting the onset 

and progression of DR by analyzing various ML 

and DL approaches, including CNN and hybrid 

models, along with the datasets and performance 

metrics used. The study discusses the salient 

imaging features of the retina useful for prediction 

and analyzes the way different models use these 

features. It further discusses the standard datasets 

used for carrying out research in DR, pointing out 

potential challenges for ML/DL applications. 

Finally, it discusses evaluation metrics like 

sensitivity, specificity, and AUC, providing an 

appropriate comparative analysis of the accuracy, 

robustness, and interpretability of the various 

models in real-time healthcare scenarios. The 

review thus adds to the present corpus of knowledge 

by integrating results from many studies to deliver 

an all-around evaluation of the benefits and 

drawbacks of ML/DL models regarding the DR 

risk. It also reminds areas where further efforts are 

required by pointing out gaps in the current 

literature. 

The scope of this review paper deals with a 

comprehensive evaluation of ML and DL 

approaches applied to DR risk prediction, mainly 

covering diverse algorithms, models, and data types. 

Key ML techniques covered include Decision Trees 

(DT), Logistic Regression (LR), Random Forests 

(RF), and Support Vector Machines (SVM), while 

DL techniques emphasize CNN, Recurrent Neural 

Networks (RNN), and hybrid models like CNN-

RNN. This paper discusses how such models 

process retinal images, blood glucose levels, patient 

history, and even fundus images, all of which are 

considered valid to predict the risk correctly for DR. 

It also analyzes the pre- processing techniques that 

improve the quality of images, image feature 

extraction, and how the model treats the effects of 

data augmentation, segmentation, and 

normalization. This study explores the key aspects 

of providing a better understanding of the 

developments and challenges in DR risk prediction, 

Image 

Pre-

processing 

Feature 

Extraction: 

Restnet, YoloV7, 

VGG, etc. 

Outcomes 

Classification: 

MLP, Mobile- 

Net, BERT, 
RNNs, etc. 

Feature Selection: 

CNN, RFE, DBNs, 

etc. 
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particularly on model selection, optimization, and 

clinical applicability.\ 

 

2. Literature Review 

In this section, studies and research focused on Risk 

prediction for diabetic retinopathy using ML and 

DL techniques are discussed: 

Jabbar et al., (2024) [80] proposed a deep-learning 

approach to classify DR fundus images at various 

grades of severity using enhanced variants of 

ResNet and GoogleNet models with the Adaptive 

Particle Swarm Optimizer (APSO) to enhance 

feature extraction. The features retrieved from the 

hybrid model were used as input to several machine-

learning models. Experimental results showed that 

the proposed hybrid framework outperformed the 

advanced methodologies with an impressive 94% 

accuracy on the standard dataset. 

Oulhadj et al., (2023) [81] suggested the approach 

for detecting severity levels of DR. The approach 

adopted made use of a modified inception block 

combined with the modified capsule network, 

where the images were passed through the model 

following the preprocessing step. In the pre-

processing step, the discrete wavelet transformation 

was used to decompose the retinal image up to 3 

levels. APTOS dataset was considered for 

validation of methodology with 86.54% accuracy. 

Hu et al., (2022) [82] proposed a graph-based 

adversarial transfer learning method for DR 

detection. To improve the model, the research used 

adversarial training as well as graph neural 

networks to find possible features. Researchers 

attained an accuracy of 94.3% for DR classification 

on the same dataset and 83.5% accuracy for 

different DR classifications on APTOS2019 

datasets. 

Menaouer et al., (2022) [83] designed a hybrid 

deep learning approach for the detection and 

classification of DR based on the visual risk related 

to the severity of retinal ischemia using a deep CNN 

method with two Visual Geometry Group (VGG) 

network models, VGG19 and VGG16. The 

experiments were performed using 5584 images and 

gave an accuracy of 90.60%, recall of 95%, and F1 

score of 94%. 

Kumar et al., (2021) [84] introduced a new 

architecture for classifying DR, known as Diabetic 

Retinopathy categorization by Analyzing Retinal 

Images (DRISTI). This architecture employed a 

hybrid deep learning model comprising VGG16 

and a capsule network. The method achieved an 

accuracy of 82.06% on the five-class classification 

job and 96.24% in the binary classification. The 

constraint of their methodology was rooted in the 

imbalanced class distribution of the utilized dataset. 

Fan et al., (2021) [85] classified the diagnosis of 

retinopathy utilizing multiscale feature fusion 

through an adaptive weighted operation, wherein 

features taken from several convolutional layers 

were subsequently amalgamated via an adaptive 

weighted mechanism. Researchers attained an 

accuracy of 85.32%. The proposed method has a 

significant limitation due to the incomprehensible 

results obtained from irrelevant features generated 

by the attention model with division operations. 

Bodapati et al., (2021) [86] suggested a DNN-

gated-attention hybrid for DR detection task 

classification. The APTOS dataset was used to 

validate their methods. As a result, researchers 

achieved an accuracy of 82.54% and a kappa value 

of 97% on the APTOS dataset. A stacked 

convolutional autoencoder with spatial attention 

was proposed as a means of DR identification. The 

accuracy achieved by the proposed method was 

84.17% on the APTOS dataset and 63.24% on the 

IDRiD dataset. 

 

Alfian et al., (2020) [87] proposed a DNN 

integrated with Recursive Feature Elimination 

(RFE) for the early prediction of DR utilizing 

individual risk factors. The suggested model 

employed RFE to eliminate unnecessary features 

along with DNN for classification. A publicly 

accessible dataset was employed to forecast DR in 

its early phases. The suggested model achieved an 

accuracy of 82.033%, demonstrating a superior 

performance compared to existing models. 

 

3. Review Methodology 

The Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) statement 

is utilized as a set of criteria for screening and 

refining research. A detailed literature assessment 

on this phenomenon was conducted using the 

SCOPUS database, which includes records 

published from 2019 to 2024. This review includes 

all records categorized as articles, journals, and 

publications from the Scopus database. Table 1 

shows the keywords that are used in the Scopus 

database to find the papers related to the topic:

 

Table 1: Searching Keywords 

Source: Authors own elaboration 

Databases Keyword used 

Scopus ( TITLE-ABS-KEY ( "Machine Learning" AND "Deep Learning" ) AND TITLE-ABS- 

KEY ( "Diabetic Retinopathy" ) OR TITLE-ABS-KEY ( "Risk Prediction" ) ) AND 

PUBYEAR > 2018 AND PUBYEAR < 2025 AND ( LIMIT-TO ( DOCTYPE, "ar" ) OR 

LIMIT-TO ( DOCTYPE, "cp" ) OR LIMIT-TO ( DOCTYPE, "cr" ) OR LIMIT-TO ( 

DOCTYPE, "re" ) ) AND ( LIMIT-TO ( PUBSTAGE, "final" ) ) AND ( LIMIT-TO ( 
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LANGUAGE, "English" ) ) 

In literature analysis, only records categorized as 

articles are subjected to further analysis and 

assessment, as they are considered for evaluation 

purposes. The below-presented table 2 exclusively 

examined records that met the specified inclusion 

and exclusion criteria: 

Table 2: The criteria for determining what is Included and Excluded 

Source: Authors own elaboration 

Criterion Inclusion Exclusion 

Keywords Records conferring the relationship between risk 

prediction models for diabetic retinopathy using machine 

learning and deep learning techniques, including hybrid 

models. 

Records excluded in which 

variables have no relation. 

Type of Literature Journals, Review Articles Book, book series, book chapter. 

Language English Other than English 

Timeframe Concerning 2019-2024 <2019 

Category Open Access Paid Access 

 

3.1 Prisma Model 

The reviews are assisted by the PRISMA statement 

“preferred reporting items for systematic reviews 

and meta- analyses”. PRISMA demonstrates the 

review's caliber and enables readers to grasp its 

advantages and disadvantages as well as replicate 

review strategies. 

Figure 5 depicts the comprehensive PRISMA flow 

diagram outlining the process of study 

identification, screening, eligibility assessment, and 

inclusion. The process begins with identifying 

relevant studies from both previous studies and new 

sources such as databases, registers, and other 

methods. The total studies screened include sources 

from IEEE, Web of Science, Scopus, ResearchGate, 

ScienceDirect, and Springer databases. After an 

initial identification of 17,750 records, automation 

tools removed duplicates and ineligible studies, 

leaving 534 studies to be screened. Of these, 438 

reports were sought for retrieval, and 277 reports 

were fully assessed for eligibility based on 

predefined inclusion criteria. During the eligibility 

assessment, 86 reports were excluded due to 

insufficient data, 5 due to irrelevance, and 23 due to 

improper methodology, leaving 112 reports for 

inclusion in the systematic review. Following 

further domain-based screening to ensure alignment 

with the study’s variables, 22 publications met the 

final criteria. The language screening step resulted 

in the exclusion of non- English works, ensuring 

that all retained studies were in English. This final 

review led to the inclusion of 22 publications after 

the comprehensive filtering process. 

 

 
Figure 5: Prisma Model. 

Figure 6 depicts the number of selected papers from 

the top 6 research areas. Computer Science leads 

with approximately 650 papers, indicating its 

dominance in research domains such as artificial 

intelligence, data processing, and computational 

models. Medicine follows with around 500 papers, 

underscoring its crucial role in advancing healthcare 

research, diagnostics, and treatment methodologies. 
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Engineering comes third with around 450 papers, 

reflecting contributions across fields like 

mechanical, civil, and electrical engineering. 

Mathematics and Decision Sciences each 

contribute around 200 papers, indicating their 

roles in theoretical research and decision-making 

models. Lastly, Biochemistry, Genetics, as well as 

Molecular Biology show the lowest number of 

selected papers at around 100, representing focused 

research on molecular mechanisms and genetic 

innovations. This distribution highlights the 

significant interdisciplinary focus of modern 

research, with a strong emphasis on technological 

and healthcare advancements. 

 

 
Figure 6: Selected papers from the top 6 Areas. 

Source: Authors own elaboration 

 

Figure 7 showcases the distribution of various 

keywords related to research in DR using ML and 

deep learning. Deep Learning" leads with 964 

documents, showcasing its dominant role in 

developing sophisticated models for image 

processing and analysis in healthcare applications. 

"Machine Learning" follows with 726 documents, 

indicating its critical importance in predictive 

modeling and classification tasks. "Diabetic 

Retinopathy" is featured in 605 documents, 

emphasizing the research focus on this condition. 

"Human" is mentioned in 545 documents, 

highlighting its relevance in studies involving 

human subjects or manual annotations. Lastly, "Eye 

Protection" appears in 346 documents, reflecting 

attention to preventive measures and strategies in 

vision health. This data underscores the significant 

intersection of deep learning, ML, and healthcare, 

particularly in the context of DR. 

 

List of Various Keywords 

Eye Protection 

Human Diabetic Retinopathy Machine Learning Deep Learning 
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Figure 8 offers valuable information regarding the years in which the papers were published. For this systematic 

literature review, the search terms were selected specifically to explore risk prediction models for DR using ML 

and deep learning techniques. 

 

 
Figure 8: Trend in published papers. 

Source: Authors own elaboration 

 

3.2 Research questions 

The following are the research questions (Q1 - Q3) 

derived from the objectives of this SLR: 

Q1: What machine learning techniques are used for 

predicting DR progression, and what are the 

strengths and limitations of these models? 

Q2: What are the deep learning techniques and 

hybrid models available for predicting diabetic 

retinopathy (DR)? 

Q3: What are the key research challenges and gaps 

in the diagnosis of diabetic retinopathy (DR)? 

 

4. Machine learning techniques for risk 

predicting of DR 

Machine learning techniques for DR risk prediction 

utilize advanced algorithms to analyze retinal 

images and identify early signs of the disease. By 

training models on large datasets, these techniques, 

including DT, SVM, and RF, can predict the 

likelihood of DR development, aiding in early 

diagnosis and personalized treatment. Sumathy et 

al., (2022) [88] concentrated on early identification 

of DR utilizing patient data. The dataset was utilized 

to predict DR employing bagged tree, LR, SVM, 

and K-nearest neighbors (KNN), along with 

boosted tree classifiers. Two cross-validation 

methods were employed to identify optimal features 

and mitigate overfitting. The dataset comprised 900 

people with diabetes. With a 10% hold-out 

validation, the boosted tree attained the maximum 

classification accuracy of 90.1%. The KNN model 

attained an accuracy of 88.9%. The research 

indicated that bagged trees, as well as KNN, were 

effective classifiers for DR. Additionally, Odeh et 

al., (2021) [89] presented a novel approach to 

detecting DR through the use of Ensemble ML. 

Furthermore, researchers utilized a multitude of 

feature engineering techniques and a considerable 

stack of classification algorithms, culminating in a 

Meta-Classifier, to address the underperformance of 

earlier models and achieve optimal accuracy. For 

the Messidor dataset, the suggested framework 

attained accuracies of 70.7% and 75.1%, 

respectively, which were the best rates among all 

other popular classification algorithms. Moreover, 

Sharma et al., (2021) [90] proposed a system that 

used ML and image processing to identify DR. 

Standard databases supply the retinal pictures that 

were input to the proposed system. To automate the 

detection process, the system used a mix of 

fundamental image processing stages, with an 

emphasis on pre-processing to acquire clear images 

for feature extraction and additional ML algorithms 

for classification. After the pre-processing stage, the 

blood vessels and their exudate were used to extract 

statistical parameters, including area and perimeter. 

The results were analyzed using three ML 

algorithms: Weighted KNN (85.8% accuracy), 

Cubic SVM (87.2% accuracy), and Simple Tree 

(88.6% accuracy). 

Further, Huda et al., (2019) [91] developed a model 

for an automated system that detects the early signs 

of proliferative DR in diabetic individuals. The 

suggested method's classification algorithms used 

an existing DR dataset on various features. 

Following feature extraction, the presence of DR 
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was predicted. For the prediction, the suggested 

system utilized DT, LR, and SVM. By replacing the 

pointless feature-building of current methods with a 

tree-based feature selection strategy, the suggested 

solution achieved 88% accuracy. Lastly, Tsao et al., 

(2018) [92] utilized data mining techniques such as 

SVM, DT, ANN, and LR to construct a model that 

predicted the DR in type 2 diabetic mellitus. With 

an accuracy rate of 79.5 percent, supporting vector 

machines outperformed the other ML methods in 

the experiments. Table 3 presents a summary of 

various ML techniques applied by different authors 

to predict DR. 

 

Table 3: Performance analysis of various ML technologies used for risk prediction of diabetic retinopathy 

Author Technique Used Dataset Accuracy Drawbacks Research Gaps 

Sumathy et al., 

(2022) [88] 

LR,    KNN, 

SVM, Bagged 

Tree, Boosted 

Tree 

DR Boosted Tree: 

90.1%, 

Limited dataset size 

(900 patients), 

possible overfitting 

mitigation needed 

Need for 

validation 

 on larger datasets 

and  across 

diverse populations. 

Odeh et al., 

(2021) [89] 

Ensemble ML 

with Meta- 

Classifier 

Messidor 70.7% and 

75.1% 

Underperformance of 

earlier models, 

accuracy 

improvement needed 

Further improvement in 

ensemble techniques

 for better accuracy 

Sharma et al., 

(2021) [90] 

Weighted KNN, 

 Cubic SVM,

 Simple Tree 

DIARETDB0 

and 

DIARETDB1 

Weighted KNN:  

85.8%, 

Cubic SVM: 

87.2%, Simple 

Tree: 88.6% 

Pre-processing stage-

dependent, 

complexity in 

feature extraction 

Optimization of pre-

processing steps for 

larger- scale application 

Tsao et

 al., (2018) 

[91] 

SVM, DT, 

ANN, LR 

DIARET-DB SVM: 79.5% Lower accuracy 

compared to other 

advanced techniques 

Need for 

exploration of more 

advanced models for 

higher accuracy 

Huda et al., 

(2019) [92] 

DT, LR, and 

SVM with 

Tree-Based 

Feature Selection 

DM shared 

care 

88% Focuses on feature 

selection, but 

potential overfitting 

concerns 

Refinement of feature 

selection strategies

  to enhance performance 

 

 

Figure 9 provides a visual comparison of the accuracy achieved by various ML techniques for predicting DR. The 

Boosted Tree method shows the highest accuracy at 90.1%, followed by Weighted KNN, Cubic SVM, and Simple 

Tree, with accuracies ranging from 85.8% to 88.6%. In comparison, the two models that showed relatively low 

accuracy rates were Ensemble ML, with an accuracy of 75.10%. It appears that practitioners such as Boosted Tree 

and Simple Tree generally appear to have more hope of early DR, whereas methods such as Ensemble Learning 

can have further fine-tuning to reach a perfect level of accuracy. 

 

 
Figure 9: Comparative Analysis of various ML techniques 
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5. Deep learning techniques and hybrid model 

for diabetic retinopathy risk prediction 

Deep learning techniques and hybrid models for 

predicting DR have used the latest computational 

methods for the detection and quantification of 

diabetic damage to the retina. Such systems, 

combining deep learning algorithms like CNNs with 

hybrid models, improve their diagnostic accuracy 

and, thereby, present possible early detection and 

early intervention before loss of vision among 

patients who have diabetes. Taifa et al., (2024) [93] 

suggested a combined model that included 

predictions from multiple classifiers, including DT, 

RF, SVMs, and others. Researchers used three deep 

learning models named MobileNetV2, 

DenseNet121, and InceptionResNetV2 to extract 

features from retina imaging. For each classifier, 

hyperparameter adjustment was done to provide the 

best possible performance. With an impressive 

accuracy of 95.30% in multi-class and 98.16% in 

binary classification, the hybrid model showed 

great potential. Similarly, Bilal et al., (2024) [94] 

presented a new approach that improved the 

detection process's accuracy and robustness. Data 

pre-processing, feature extraction using a 

Convolutional Neural Network-Singular Value 

Decomposition (CNN-SVD) hybrid model, and 

classification using a combination of DT, KNN, and 

Improved Support Vector Machine-Radial Basis 

Function (ISVM-RBF) were the steps in the 

suggested multi-stage approach. The hybrid model 

outperformed previous approaches in detecting 

Vision-Threatening Diabetic Retinopathy (VTDR) 

with an accuracy of 99.18%, sensitivity of 98.15%, 

and specificity of 100% when tested on the IDRiD 

dataset. 

Additionally, Oulhadj et al., (2024) [95] 

introduced a novel automatic technique for 

identifying the degree of severity of diabetic 

retinopathy based on a new hybrid deep learning 

approach (DenseNet121, Xception, and 

EfficientNetB3) with a pre-processing step. After 

that, the retinal image quality was enhanced using 

the pre- processing step. Researchers fed the 

generated image to the hybrid deep learning model 

that starts with the three- transfer learning models to 

generate the feature maps, and then they served 

these feature maps to a classification sub-model to 

make decisions and detect images that were surfing 

from DR. To validate the proposed approach and 

show its performance, researchers tested it on the 

APTOS dataset and obtained an impressive 

accuracy score of 86%. Along with this, Rodríguez 

et al., (2024) [96] utilized CNN-RNN, a 

combination of convolutional and recurrent neural 

networks, to assess consecutive full OCT cubes and 

forecast the presence of DME within a practical 

software for screening for diabetic retinopathy. To 

determine the best threshold for binary 

classification of DME, researchers tuned each 

trained CNN-RNN model. Lastly, the most effective 

models were chosen based on sensitivity and 

specificity, along with their 95% confidence 

interval (95%CI). Furthermore, Prabha et al., 

(2024) [97] presented a retinal illness OCT Net that 

is both lightweight and hybrid, allowing for 

automatic disease categorization while reducing the 

number of trainable parameters. For multiclass 

classification, a Hybrid Learning Retinal Disease 

OCT Net (RD-OCT) was employed to identify 

normal retinal conditions, DME, Neovascular Age-

Related Macular Degeneration (nAMD), and 

Retinal Vein Occlusion (RVO). The Normal group 

achieved 97% accuracy, while the Hybrid Learning 

RD-OCT Net achieved 97.6% for nAMD, 98.08% 

for DME, and 98% for RVO. Similarly, Khan et al., 

(2024) [98] suggested an improved hybrid learning 

model for the classification of four separate types of 

retinal disorders in OCT images. The hybrid model 

was built using the robust and well- known 

ResNet50 and EfficientNetB0 architectures. 

Researchers take advantage of the best features of 

both architectures by pre-training the hybrid model 

on large datasets like ImageNet and then refining it 

on publicly available OCT image datasets. The 

overall classification accuracy reached an 

impressive 97.50%, and the results showed better 

performance than previous techniques. 

Further, Gürcan et al., (2023) [99] suggested a 

model that combines deep learning with 

metaheuristics. For feature extraction, a deep 

learning model called InceptionV3 was utilized 

with a transfer learning strategy. The next step was 

to use Simulated Annealing for feature selection, 

which reduced the number of features in the 

produced feature vectors. Finally, the XGBoost 

model made use of the top characteristics for 

representation. A binary classification test was 

completed with an accurate rate of 92.55% by the 

XGBoost algorithm. Likewise, Ali et al., (2023) 

[100] suggested a new method for detecting diabetic 

retinopathy using a CNN model. The suggested 

model combined the feature extraction results from 

two DL models, Inceptionv3 and Resnet50. A 

publicly accessible dataset comprising fundus 

images was used to evaluate the suggested model. 

According to the testing results, a greater accuracy 

of 96.85% was attained by the suggested CNN 

model. 

Moreover, Butt et al., (2022) [101] developed a 

hybrid approach to identify and categorize DR in 

fundus images of the eye. To create a hybrid feature 

vector, features were extracted using Transfer 

Learning (TL) on pre-trained CNN models. 

Researchers compared the system's performance 

with new methods for DR detection and used 

several measures to determine its overall health. In 

terms of DR detection for fundus images, the 

suggested strategy significantly improved 
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performance. The suggested improved technique 

reached a peak accuracy of 97.8% for binary 

classification. 

Similarly, Ayala et al., (2021) [102] employed a 

model of a convolutional neural network to identify 

diabetic retinopathy by analyzing the structure of 

the eye. The parameters of the model were fine-

tuned by applying the transfer-learning technique 

for label-to-image mapping. Medical fundus oculi 

photographs served as the training and testing 

dataset, with labels derived from a severity scale of 

eye diseases. From normal eye function to the 

presence of proliferative diabetic retinopathy, 

images were classified into five categories based on 

the severity scale. With the suggested method's 

97.78% accuracy, diabetic retinopathy in fundus 

oculi images was confidently predicted. Later, 

Narayanan et al., (2020) [103] showcased a hybrid 

architecture for ML for the detection of diabetic 

retinopathy severity. Researchers proposed a 

method for the grading phase that involved 

integrating a support vector machine classifier, 

principal component analysis to reduce 

dimensionality, and several convolutional neural 

networks. Researchers proved that the suggested 

design was capable of handling class imbalance and 

sparse training data better. In terms of DR detection, 

they were 98.4 percent accurate. Lastly, Ayon et al., 

(2019) [104] proposed an approach for diagnosing 

diabetes via a deep neural network, employing five-

fold as well as ten-fold cross-validation for training 

its features. The findings from the Pima Indian 

Diabetes (PID) dataset indicated that the deep 

learning methodology developed an effective 

system for diabetes prediction and achieved a 

prediction accuracy of 98.35% through five-fold 

cross-validation. Table 4 presents a summary of 

various deep-learning and hybrid techniques 

applied by different authors for risk prediction of 

diabetic retinopathy. 

 

Table 4: Performance analysis of various deep learning and hybrid technologies used for risk prediction of 

Diabetic Retinopathy 

Author Technique Used Dataset Accuracy Drawbacks Research Gaps 

Taifa et al., 

(2024) [93] 

Hybrid of 

MobileNetV2, 

DenseNet121, and 

InceptionResNetV2 

APTOS 

2019 

95.50% 

(multi-class), 

98.36% 

(binary) 

High computational 

requirements due to

 multiple models 

Further validation on 

diverse and larger datasets, 

reducing 

     computational costs 

Bilal et al., 

(2024) [94] 

CNN-SVD, ISVM- 

RBF. 

IDRiD 99.18% 

accuracy, 

98.15% 

sensitivity, 100% 

specificity 

Complex  hybrid 

model requires high 

computational power 

More real-world testing, 

improvement in 

robustness across various 

datasets 

Oulhadj et al.,

 (2024) 

[95] 

DenseNet121, Xception, 

EfficientNetB3 

APTOS 86% Moderate accuracy

 needs improvement

 in severity classification 

Enhancement for multi-

class classification and 

higher-resolution images 

Rodríguez et 

al., (2024) 

[96] 

CNN-RNN Topcon 3D 

OCT- 

Maestro 1 

95% Limited real- world use 

and missing non- foveal 

DME. 

Need for 

validated, interpretable AI 

to analyze full OCT cubes. 

Prabha et al., 

(2024) [97] 

RD-OCT Net OCT 

retinal 

images 

97.6% for 

nAMD, 

98.08% for 

DME, 98% 

for RVO 

Limited model 

complexity may miss 

subtle retinal disease 

features 

Need for 

lightweight design with 

robust feature extraction for 

diverse retinal diseases. 

Khan et al., 

(2024) [98] 

ResNet50 and 

EfficientNetB0 

OCT 

image 

97.50% High  model 

complexity 

 may hinder real-

time clinical deployment 

Need for efficient, 

interpretable hybrid models 

for accurate real-time OCT 

analysis in clinics 

Gürcan et al.,

 (2023) 

[99] 

InceptionV3 and 

XGBoost 

Messidor- 2 92.55% Feature selection might

 miss important features, 

Improvement of feature 

selection methods    and 

validation on larger 

datasets 

    moderate accuracy  

Ali et al., 

(2023) [100] 

ResNet50 and 

Inceptionv3 

OCT 

fundus 

images 

96.85% Requires more data 

diversity for 

generalization 

Improving robustness 

across varied datasets 

and refining 

hyperparameters 
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Butt et al., 

(2022) [101] 

Hybrid CNN APTOS 97.8% Transfer learning 

limitations in handling 

unseen data 

Optimization in transfer 

learning for unseen data 

Ayala et al., 

(2021) [102] 

CNN APTOS 97.78% Potential overfitting

 and limited robustness 

Further validation with 

larger and more diverse 

datasets 

Narayanan et 

al., (2020) 

[103] 

Hybrid CNN with 

PCA and SVM 

APTOS 

2019 

98.4% Sensitive to class 

imbalance and small 

datasets 

Addressing class 

imbalance  and 

exploring other 

dimensionality reduction 

techniques 

Ayon et al., 

(2019) [104] 

Deep neural network with 

five-fold and ten- fold 

cross-validation 

PID 98.35% Limited validation

 on external datasets 

Validation   of 

different populations 

 and external data sources 

 

Figure 10 illustrates the accuracy of various deep learning and hybrid models for diabetic retinopathy risk 

prediction. The highest accuracy was reported at 99.18% of the CNN-SVD model. A combination of ResNet50 

and Inceptionv3 resulted in 96.85%. The model, InceptionV3 with XGBoost, attained 92.55%, while the hybrid 

model, using a combination of DenseNet121, Xception, and EfficientNetB3, presented an accuracy of 86%. 

Hence, the hybrid models are quite effective in DR detection, and the best-performing model is CNN-SVD. 

 

 
Figure 10: Comparative Analysis of various deep learning techniques 

 

6. Discussion and Comparisons 

This section performs a statistical analysis of the ML 

and DL methods discussed in previous sections. It 

compares techniques and accuracies of models for 

predicting diabetic retinopathy, highlighting 

methods like CNNs and hybrid models. 

Furthermore, the proposed AQs proposed in Section 

3 is called to present some analytical reports as 

follows: 

Q1: What machine learning techniques are used for 

predicting DR progression, and what are the 

strengths and limitations of these models? 

The study explores various machine learning 

techniques used for predicting diabetic retinopathy 

progression, highlighting their strengths and 

limitations. Techniques like Boosted Tree and 

Simple Tree achieved high accuracy levels, with the 

Boosted Tree reaching 90.1% and Simple Tree at 

88.6%, making them reliable for early DR detection. 

However, ensemble methods such as Ensemble ML 

showed lower accuracy at 75.1%, indicating room 

for improvement in such models. Additionally, 

SVM achieved moderate accuracy (79.5%), 

suggesting the need for advanced techniques to 

enhance prediction performance. Limitations across 

the models include overfitting, dependency on pre-

processing and challenges with small or imbalanced 

datasets. Each model's applicability and accuracy 

depend on factors like dataset size, diversity, and 

computational resources, highlighting the 

importance of refining these models for better real-

world applications. 

Q2: What are the deep learning techniques and 

hybrid models available for predicting Diabetic 
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Retinopathy (DR)? 

 

Various deep-learning techniques and hybrid 

models have been utilized for predicting diabetic 

retinopathy, demonstrating notable accuracy levels. 

The hybrid model using DenseNet121, 

MobileNetV2, and InceptionResNetV2 achieved 

95.50% accuracy for multi-class and 98.36% for 

binary classification, showcasing strong 

performance but with high computational demands. 

The CNN-SVD hybrid model combined with 

ISVM- RBF, DT, and KNN attained the highest 

accuracy of 99.18%, with 98.15% sensitivity and 

100% specificity in detecting vision-threatening 

DR. Another hybrid approach integrating 

DenseNet121, Xception, and EfficientNetB3 

reached an accuracy of 86%, indicating room for 

improvement in severity classification. The 

InceptionV3 and XGBoost hybrid models achieved 

92.55% accuracy, while the combination of 

ResNet50 and InceptionV3 yielded 96.85% 

accuracy. Lastly, the Hybrid CNN model utilizing 

transfer learning demonstrated 97.8% accuracy for 

binary classification. These techniques highlight the 

efficacy of hybrid models in DR prediction, 

although challenges remain in terms of 

computational complexity and scalability. 

Q3: What are the key research challenges and gaps 

in the diagnosis of Diabetic Retinopathy (DR)? 

 

The study identifies several challenges and gaps in 

the diagnosis of diabetic retinopathy using ML, deep 

learning, and hybrid models. The scalability and 

ability of the ML techniques of DT and SVMs to 

handle huge and diverse data sets are still limited. 

These models also suffer from class imbalance, 

where a DR severity level is not well represented in 

training data and leads to poor predictions in the 

categories. Further, there is an issue of overfitting, 

which is often found in models in which advanced 

regularization or feature selection techniques are 

not implemented. Deep learning techniques, like 

DenseNet121, MobileNetV2, and 

InceptionResNetV2, also extremely require 

resources when training. This is a major limitation of 

their application within the smaller clinics and 

resource-constrained environments. 

Further, such models require large and diverse 

datasets for better generalization because they seem 

to do very well in controlled environments but face 

difficulties with unseen data in real-world 

scenarios. This also leads to an increased reliance 

on pre-processing operations, such as data 

augmentation, which is complex and time- 

consuming. There are hybrid schemes that couple 

models like CNN-SVD with ISVM-RBF, DT, 

CNN-RNN, and KNN and suffer from the 

complexity of the hybrid architecture itself which is 

highly resource-intensive from a computational 

standpoint. This also gives rise to the problem of 

hyperparameter tuning; it is hard to find optimum 

values of the hyperparameters of these models, 

especially for any given dataset. In some models, 

such as InceptionV3 with XGBoost, most of the 

critical information in the feature selection scheme 

gets missed, and thus the model performance could 

be suboptimal. Practical deployment of hybrid 

models also lags, with limited validation in diverse 

healthcare settings, impacting their robustness and 

reliability for real-world applications. This lack of 

adaptability is particularly apparent in models such 

as the RD-OCT, which, while achieving high 

classification accuracy in normal and disease 

classes like DME, nAMD, and RVO, still require 

further testing to ensure consistent performance in 

clinical settings. Another limitation for hybrid 

models that include deep learning is that they face 

limitations when adapting to unseen data, requiring 

further refinement of robustness and reliability in 

clinical applications. Current gaps and challenges 

thus require continuous upgrades in feature 

selection, model efficiency, generalizability and 

efforts toward validating the technique in real-world 

scenarios across different clinical settings. 

 

7. Conclusion and Future Scope 

This systematic comparative study assessed 

machine learning and deep learning approaches for 

diabetic retinopathy risk prediction from 2019 to 

2024, focusing on 22 rigorously selected papers 

based on PRISMA guidelines. The initial 

identification phase involved screening papers 

based on document type, language, and publication 

year. After the removal of duplicates and irrelevant 

studies, 22 papers remained, each contributing to the 

understanding of ML and DL’s role in diabetic 

retinopathy risk prediction. In addressing Q1, the 

review highlights that while traditional ML models 

like DT and SVM play a role, they often face 

challenges with scalability, overfitting, and dataset 

diversity, as seen with Ensemble ML’s lower 

accuracy of 75.1%. Q2 reveals that combining DL, 

such as InceptionV3, XGBoost, DenseNet121, 

Xception, and EfficientNetB3, significantly 

improves detection rates, underscoring the 

effectiveness of hybrid approaches such as CNN-

SVD achieving detection rates up to 99.18%. These 

DL models excel at automatically extracting 

features from raw data, reducing manual 

intervention, and offering higher accuracy, 

especially for complex datasets as compared to ML 

models but these models increase the complexity. 

Q3 identified research gaps, including the need for 

larger datasets, better handling of class imbalances, 

and computational inefficiencies in DL models. 

Future research should focus on these challenges by 

developing scalable, real-time models, exploring 

unsupervised learning techniques, and improving 

data labeling processes. Ultimately, while current 

DL Hybrid models provide superior accuracy, 



International Journal of Intelligent Systems and Applications in Engineering                        IJISAE, 2024, 12(23s), 3816–3819 |  3834 

future advancements should refine these models 

further to ensure more efficient, scalable, and 

clinically applicable solutions, particularly for real-

world deployment in diverse clinical environments. 
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