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ABSTRACT: The paper explains the ways the Al governance systems may enhance the safety, compliance, and stability in
the CloudOps systems. The study is based on the quantitative design in which the information will be gathered as a survey,
system logs and governance scorecards on a sample of a group of technology firms. The statistical test helps to prove that the
strong governance controls which include clear policies, monitoring and being under human control are quite helpful in
diminishing the number of incidence and enhancing compliance and stabilization of model behaviour. Regression analysis
confirms the fact that the governance maturity is a good predictor, which contributes to the improved outcomes of CloudOps.
It implies that formal governance is applicable even to businesses that implement Al at the big scale. The study provides
quantifiable findings that can be used to prove safe and trustworthy operations of Al.
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I. INTRODUCTION

Greater adoption of Al systems in cloudOps tasks is
relying on automating system operations, foreseeing
their collapse and refining service performance by the
cloud operations team. In the absence of effective
governance, these systems can pose avenues of danger,
including breach of rules and regulations, risks in
actions or biased behavior. This paper will discuss how
Al governance models can minimize such risks and
assist with the safe use of Al in the cloud. The study
applies a quantitative research method in order to
quantify the impact of controls on governance on
compliance, occurrence of incidents and operational
stability. The study will seek to give clear insights that
can be applied by organizations when developing
reliable Al operations by examining real information of
engineers and cloud systems.

II. RELATED WORKS
Cloud Compliance Foundations

Preliminary studies on cloud computing indicate that
concerns of compliance confront organizations
seriously since the cloud environments are distributed
and cross border. Regulations vary in different regions
and companies have to weigh the benefit of the cloud
as well as tough legal and security requirements and
audit. According to the model suggested in [1], cloud
compliance cannot be the post-factum. It has to be
incorporated into cloud planning and cloud operations.

Vice President

They reveal that with an implementation of the built-in
governance and compliance procedures
organizations, the cases of compliance breach were
reduced and the cloud services added a greater value
over the quality of service. This observation confirms
the notion that CloudOps needs to be constantly
examined in terms of compliance as an element of

in two

routine matters.

There are other studies that indicate that cloud systems
are becoming more complicated particularly with new
paradigms like blockchain, IoT, and artificial
intelligence. Such technologies add additional
dependencies and automated layers into the workflow
and dynamically, which nevertheless require Quality of
Service (QoS) guarantees across wide-spread
infrastructural structures.

According to the work in [4] it is also observed that
more complex monitoring, predictive automation and
clear governance structures should be incorporated in
future cloud ecosystems due to the changing workloads
and regulatory uncertainties that such systems have.
Their cloud futurology concept model stresses that
there must be proper governance in the areas that the
new technologies are coexisting.

The compliance load is further increased in multi-cloud
environments as is the case in [6]. The authors
demonstrate that every cloud provider possesses
various rules, APIs, native services, and requirements.
In the absence of robust governing structures, there will
be inconsistency of controls and increased risk within
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organizations. In their study, they introduce a proposal
of Al-based governance framework, which can
automate compliance, standardize their policies, and
human error can be minimized.

According to their review, coherent governance
regulations, automated audit procedures, and Al-based
policy execution led to a higher level of compliance and
decreased exposure to regulations. This body of
knowledge illustrates that governance premises in any
contemporary Al-conducted CloudOps setting ought to
be put in place prior to the automation being scaled.

Operational Lifecycles

One of the themes of the literature that can be noted is
that the AI governance needs to be incorporated
throughout the lifecycle of the Al and ML system and
not only at the deployment phase. In [2], the research
correlates the governance concepts, in relation to three
phases design, development, and operation, in
reference to qualitative interviews with the experts of
Al and SDLC.

They single out 20 concepts of governance that must
affect the manner Al systems are designed, tested,
deployed, and managed. Their results indicate that Al
governance is a multi-stakeholder concept that varies
with the project circumstances. This demonstrates the
inability of CloudOps teams to stop at the multiple
stage of checks; governance should be performed in a
continuous manner.

In addition to that, it is strengthened by [7] that divides
Al governance into three layers: data, ML models, and
Al systems They categorize the
government according to the parameters of who, what/
how governance takes place.

governance.

In their approach, they emphasize clear roles in the
organization (i.e. data stewards, model validators, and
Al risk officers). This article emphasizes the fact that
organizational clarity rather than technical controls is
the key to achieving Al governance. These insights are
also in direct relation to the design of the governance
councils and multi-functional CloudOps oversight
structures.

The other important dimension is ethical governance.
According to a study by [3], with the development of
Al systems in other areas affecting critical decisions,
there is an urgent need to infuse ethical decision-
making in Al workflow. Their suggestion is a
taxonomy of ethical Al methods which include ethical
dilemmas, personal choice models, group choices and
human-Al relationship ethics.

Their results reveal that ethics have to be incorporated
in technical governance and not merely a legal or
philosophic agenda. These values underpin the
rationale or reasons as to which CloudOps needs to
introduce ethical tests, clear record-keeping, and
human context assessments in Al services operated on
cloud systems.

As explained in the study in [9], most of the current
ethics guidelines fail to work due to the fact that they
are not easy to translate into the technical workflow.
They advise that in the absence of functioning
governance systems, organizations may be threatened
with the possibility of ethics washing where they will
have the principles but will not put them in action.

Their concept of ethics as a Service implies that ethics
needs to be incorporated into regular engineering
instruments, which can provide practitioners with
systematic means of using ethics in the design of
models, their implementation, and monitoring. In the
case of CloudOps, it implies that ethics are introduced
as processes into CI/CD pipes, CloudOps control
boards, and Al automation platforms.

Overall, this literature demonstrates that Al governance
is not a one-dimensional task but a lifecycle that entails
the need to have policies, organizational functions,
ethical frameworks, and constant alignment of
development and operation.

Automation within CloudOps

One of the significant trends in the literature is to apply
Al in automating compliance, minimizing risk
exposures, and cloud operations, and make them more
adaptive. The study in [5] shows the way Al could
revolutionize the sphere of compliance management
through the automation of analyzing regulatory
documents, discovering the evidence of non-
compliance, and proposing measures that will mitigate
it.

It is in their case studies that they demonstrate that
organizations that apply Al in compliance experience
improved operational efficiency, reduced compliance
expenses, and risks. Other challenges that they mention
include the issue of transparency and regulatory
oversight and the fact that responsible Al controls are
necessary, which CloudOps teams should incorporate
into their governance systems.

In [6], the paper strays further into the realm of multi-
clouds and demonstrates that machine learning and
automation based on Al can assist organizations in
keeping compliance in the variety of different cloud
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platforms. In their suggested governance model, they
propose automated policy management and adaptive
controls to make sure that information security and
regulatory standards are maintained in cloud setup.
They opine that Al-driven governance decreases
human error and overheads of operations that is
essential within CloudOps, which works at scale and
demands ongoing dependability.

Specific studies dedicated to the use of DevOps
governance in [8] indicate the improvement of real-
time risk detection of fast-changing pipelines by means
of ML and predictive analytics. The presented case
study of financial businesses explains how Al may be
implemented to identify irregularities, provide
automatic compliance regulations, and promote safe
continuous deployment.

They also mention pitfalls of integration, security and
anonymity of data. Their results are consistent with the
CloudOps requirements. Risk monitoring should be
continuous and automated, in particular, Al workloads
should be deployed on distributed clouds.

Al-based governance is also connected to strategic
decision-making. As explained in the comparative case
study in [10], organizations, which impose Al in their
operations, to fail to achieve their
performance benefits, unless valuable governance
practices are in place. Their discussion reveals that
good governance can assist teams to identify model
risks, resolve data quality concerns, as well as design
powerful Al applications.

continue

They believe that the governance structure can prevent
undesirable consequences and make the AI meet
operational and competitive targets. In the case of
CloudOps, it means that Al-enhanced systems that
drive infrastructure automation should be assessed
regarding their robustness, reliability, and safety under
the conducted governance.

All these studies imply that Al can improve the
administration of CloudOps only in the conditions of
the implementation of clear compliance models, open
monitoring tools and dynamic automation strategies in
the organization.

Al-Enabled CloudOps

In all the mentioned works, there is one thing that
stands out, Al governance must be aligned technically,
organizationally, and ethically. The disparity between
the hypothetical and practical application of ethics and
technical application identified in [9] indicates that
organizations require pragmatic tools and not ideals.

Cloudops teams should be able to translate high
governance into policies to be implemented, such as
automated guardrails, access controls, audit logs,
monitoring model drift, human escalation paths, and so
on.

Multi-layer governance structure suggested in [7] is
also based on the idea that the governance should
encompass data pipeline, model life cycles and system
level behaviours. This is in line with the role of
CloudOps, as Al systems communicate with
infrastructure automation, monitoring software, and
security mechanism. In the absence of coordinated
governance, there is disjointed governance, lack of
consistent decision authority, and responsibility in
CloudOps teams.

In the meantime, studies by [2] and [3] provide a twist
to this by demonstrating the fact that governance is
encompassed in design, development, operation and
reasoning about the morals. CloudOps teams should
hence liaise with data science, legal, security and
business functions to provide human-in-the-loop
decision-making workflows and effective channels of
escalation. Such cross-functional coordination is
needed to address risk like privacy breach, model drift,
ethical failure, and compliance deviation.

Lastly, research efforts such as [1][4][5][6], and [8] all
point towards the increasing need to maintain ongoing
compliance and control, as well as active control in risk
management efforts. The governance structure should
guarantee that, circumstances the enterprises are
introducing Al to their CloudOps pipelines:

e auditability

e data privacy protection

e model transparency

e  operational safety

e policy-driven automation
e trust and accountability

These are important insights that can be used to develop
an Al governance structure of the CloudOps which is
safe, compliant and at the same time scalable.
Literature justifies its urgency to have structured
policies, governance councils, lifecycle controls,
ethical oversight, and Al-driven monitoring systems
(which enable businesses to make a swift transition to
Al without raising the risk level).

III. METHODOLOGY

International Journal of Intelligent Systems and Applications in Engineering

HISAE, 2024, 12(23s), 38403848 | 3842



The research design adopted in this study is quantitative
because the researchers plan to measure the extent or
level to which Al governance structures would enhance
safety, compliance, and operational reliability within
CloudOps environments. The methodology is aimed at
gathering measurable data, statistics tests, and trends
demonstrating the effect of governance controls on Al
adoption of scale.

Research Design

The research adheres to the quantitative design in form
of a descriptive and analytical study. The descriptive
approaches can be used to comprehend the modern
stage of governance maturity within the area of
CloudOps. The following are a few examples of the
relationships which are tested to study the connections
between the variables through the help of analytical
means: governance controls compliance
outcomes and so on).

Vversus

Four major independent variables are incorporated in
the research model:

e Policies and Standards of governance.
e Auditing and Reviewing Systems.

e Al Risk Management Controls

e  Human-in-the-Loop Oversight

The dependent variables are:

Compliance Alignment

Model Reliability

Operational Stability

Incident Reduction

These variables make it possible to statistically
measure the effects of governance structures on the
results of CloudOps.

Data Collection
The process of data collection occurs in three phases:
Survey Instrument

The thematic questionnaire is made using stratified
questions that are identified in the literature. Questions
in the survey have Likert questions (1-5) to measure:

and
governance policy.

e transparency application of Al

e rate of violation of compliance.

e  quality of model monitoring

e transparency/ auditability.
e acuteness of the incidents of operations.
e efficacy of human management.

The respondents whom the goals aim to research
include CloudOps SRE teams, Al
developers, compliance officers, and cloud security
teams. Its target is 150-250 respondents who are hi-tech
OEM and ISV companies.

engineers,

System Performance Logs

The logs of operational monitors in CloudOps, i.e.
deployment information, incident documentation, drift
warnings and compliance checks are gathered. The
duration of logs will be of 6 months prior to the
implementation of governance and post governance.

Key metrics include:

e count of non-compliance violations.

amount of risky model operations.

failed deployments

rollback frequency
e anomaly alerts

These are logs that offer objective quantitative data on
the study.

The Policy and Governance Scorecard.

Companies responding to the study fill a governance
scorecard where they rate numbers to each of the
questions:

e use of NIST Al RMF

e SO 42001 alignment

e model validation steps
e access control rules

e audit trail completeness

The scorecard provides a governance maturity index (0
100 scale).

Data Analysis
It is done using three statistical techniques:
Descriptive Statistics

The computations of the mean, standard deviation and
frequency distribution are made to get the general
maturity of Al governance in CloudOps teams.

Correlation Analysis
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Relationships between governance maturity and are
checked by Pearson correlation tests:

e compliance improvement

e reduction in incidents

e stability in the performance of a model
e model uniqueness

This can be used to determine the most effective
governance factors.

Regression Modeling

Policy controls, monitoring systems and human
oversight are determined and a multiple regression
model is used to predict the impact on compliance
scores and operation dependability. The regression
equation is useful in determining the predictive power
of any given factor.

Reliability and Validity

An internal consistency of the survey items is put to test
through the use of Cronbachs alpha. A pilot test on 20
respondents guarantees a clear and reliable test to be
given to all participants. Survey, log and scorecard
triangulation enhances validity.

Ethical Considerations

All data is anonymized. No persona personally or
sensitive user data is gathered. Participants will make
informed consent and may drop out.

IV. RESULTS
Overall Governance Maturity

The research gathered the answers to 187 people and
processed the 6 months of CloudOps logs of the
organizations that were considered in the study sample.
The initial group of findings is concerned with the
initial good governance maturity and then transitioning
to the Al governance framework.

The score on the governance maturity was in the range
of 0-100. There were policy inconsistency, model
control, and human deficiency in most of the
organizations. Maturity levels were also found to be
low and this was associated with high levels of
compliance deviations and inconsistent behavior of the
models.

Table 1 presents the mean maturity of governing
institutions of participating organizations.

Table 1: Governance Maturity Before Implementation (n = 187)

Governance Dimension Mean Score (0-100) | Std. Dev.
Policy and Standards 48.3 9.6
Model Monitoring & Audit | 44.7 11.2
Risk Management Controls | 42.1 10.4
Human Oversight Practices | 39.8 12.0
Overall Maturity Index 43.7 8.9

The data concerning the practice of human oversight
indicates that its practices are the least rated (39.8)
which implies that the majority of CloudOps teams
could rely on automation too much, and do not have
organized review mechanisms. Model monitoring and

audit mechanisms were also low with a score of 44.7
indicating that there was a significant number of Al
workloads that did not constantly check accuracy, drift,
or unsafe actions.
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Governance Maturity: Mean and Std Dev
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Another indication of a poor baseline congruency with
compliance expectations was demonstrated by logs that
were taken by CloudOps systems. Compliance
violations were on average 14.2 committed every
month and there was also a high rate of unsafe model
action (wrong predictions used to affect automated
decision-making).

Prior to implementation of the governance system, the
absence of uniformity in policy implementation
affected the stability of the operations to the detriment.
A number of Al services have been implemented
without due validation or audits trail. Some of the
organizations also did not have a centralized
governance council resulting in lack of clear
accountability. These results have demonstrated the
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importance of organised mechanisms, which integrate
policy controls, monitoring and human checkpoints.

Quantitative Impact on Compliance

Following the 6 months period of installation of the
proposed Al governance structure, a high level of
compliance alignment, model stability, and operational
performance was registered. In this section, the
quantitative impact of the implementation is provided
based on the responses of the survey and operational
logs before and after the implementation.

Improvement in Compliance Outcomes

The adoption of the governance controls enhanced
compliance in all the organizations. Enforcement
through policy, regular audits and standard reporting
minimized the violations.

Table 2: Compliance Outcomes Before and After

Metric Before (Mean) | After (Mean) | % Improvement
Compliance Deviations / Month 14.2 6.1 57%
Policy Violations in Deployments | 9.7 3.8 60%
Missing Audit Logs (%) 21% 6% 71%
Access Control Violations 12.3 54 56%
Compliance deviations have been decreased by 57 Cloudops pipeline. There were an improved

percent, improving its levels to 6.1 a month. This
modification is associated with the automated
compliance checks that were introduced into the

traceability and accountability recorded, with missing
audit logs reducing from 21% to 6%.
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Compliance Metrics: Before vs After
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Model Reliability and Monitoring Results these measures, there were major improvements on the
g J p

model reliability as well as reduction of critical
incidences that may have been a result of wrong
predictions or untested updating of models.

The governance system includes constant monitoring,
detecting deviation, and mitigating through human
intervention, audits of the high-risk Al services. By

Table 3: Model Reliability Indicators

Indicator Before | After | % Change
Drift Alerts / Month 11.5 4.2 -63%
Unsafe Actions 18.4 7.1 -61%

Aborted Deployments | 22.9 104 | -55%
Mean Model Accuracy | 81% 89% | +10%

The fact that, there exists a drastic decrease in the is efficient. Better model accuracy (81 to 89) points to
amount of unsafe model actions (18.4 to 7.1) implies continuous monitoring which prevented degradation
the structure based model validation and human control ~ without being noticed.

Model Reliability: Before vs After
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CloudOps Stability risks were introduced into a machine and the anomaly

was noticed in the prior steps which contributed to

It was also very stable in the structure of CloudOps ] )
reduced number of failure of services.

departments. Mechanisms to identify the existence of
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Table 4: Operational Stability

Operational Metric Before | After | % Improvement
High-Severity Incidents / Month | 7.6 3.1 59%
Rollback Frequency 12.8 52 59%
Time-to-Detect Issues 6.4 2.1 67%
Time-to-Resolve Issues (Hours) | 9.7 53 45%

One of the most powerful outcomes of the research is
the reduction in the high-severity cases by 59%. The
automated detecting systems also saved a detection
time of 6.4 hours to 2.1 hours, which meant that
families would respond at a faster rate. There was also
an enhancement of rollback frequency as a result of
enhanced validation in CI/CD pipelines.

These numerical findings give solid arguments that
integrated Al governance is associated with substantial
enhancement in the operational safety, compliance
performance, and model reliability in CloudOps
settings.

CloudOps Stability: Before vs After
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Correlation and Predictive Patterns

According to the statistical tests, there are significant
relations that assist in realizing that which aspects of
governance have the greatest influence on the
performance. The analysis using Pearson correlation
demonstrates that the following results:

e The compliance deviations were strongly
negatively correlated with policy and
standards maturity (r = -0.74).

e Unsafe model actions were also exhibiting a
moderate  negative  relationship ~ with
monitoring and audit controls (r = -0.68).

e  Human control was negatively related to high-
severity incidents (r =-0.71).

These correlations indicate that risk in CloudOps is
minimized by stronger governance controls

unanimously.

Regression Model Insights

The compliance improvement was taken to be the
dependent variable, and the dimensions of governance
were seen as independent predictors in the regression
model. Results show:

e The most predictive weight (B = 0.41) was
monitors and audit control.

e The second predictor with the strongest
predictors was policy clarity ( = 0.36).

e  Human supervision had a significant role but
at a lesser level ( B =0.29).

The total regression model was able to explain 64% of
the change in compliance improving (R 2 =0.64). This
implies that the governance maturity proves to be a high
predictor of success in complying with CloudOps. The
discussion also indicates that companies that merge all
these dimensions -policies, monitoring, risk controls
and human engagement maximum improvements are
realized.

International Journal of Intelligent Systems and Applications in Engineering

LJISAE, 2024, 12(23s), 38403848 | 3847



Key Observations

The results show that Al governance frameworks are
significant in enhancing safe and compliant Al
adoption in CloudOps. A number of significant patterns
were identified in the data. The improvements were
increased in organizations that had clear policies that
were in tandem with NIST AI RMF and ISO 42001. It
implies that formal direction allows to facilitate the
organization of CloudOps processes and eliminates
uncertainty as a decision-making characteristic.

Monitoring and audit mechanisms were the most
impacted mechanisms across all the tables. This
confirms the fact that Al systems that are deployed on
dynamic clouds should be supervised at all times. The
issue of automation has been invented, but the human
review is among the most important factors to diminish
the high-severe impact and model actions that cannot
be considered safe. The most effective step is made
with automation and human controls.

The companies that adopted one of the governance
platforms in AWS, Azure and GCP received lesser
infractions and their operations ran smoothly. The
complex nature will also be reduced by the
standardization and will make the same enforcement.
The correlation and regression results confirm the fact
that the enhanced maturity of the governance is a direct
increment of the safety results.

V. CONCLUSION

The Al governance is a good and productive aspect
towards enhancing the CloudOps processes.
Companies that have a greater degree of governance
maturity have less problems of compliance, model
behavior becomes more predictable, and operational
incidences are reduced. Identical statistical data prove
that the clarity of the policies and constant control, as
well as human supervision, play an essential role in
ensuring safe Al implementation. These results
recommend that governance is not a regulatory demand
only, but also an effective instrument of dependable
operations. Because Al usage is increasing, structured
governance objectives are advised by organizations in
an attempt to maintain responsible, safe, and
foreseeable CloudOps settings.

REFERENCES

[1] Brandis, K., Dzombeta, S., Colomo-Palacios, R.,
& Stantchev, V. (2019). Governance, risk, and
compliance in cloud scenarios. Applied Sciences,
9(2), 320. https://doi.org/10.3390/app9020320

[2] Laato, S., Birkstedt, T., Ma&antyméki, M.,
Minkkinen, M., & Mikkonen, T. (2022). Al
governance in the system development life cycle.
Al Governance in the System Development Life
Cycle, 113-123.
https://doi.org/10.1145/3522664.3528598

[3] Yu, H, Shen, Z., Miao, C., Leung, C., Lesser, V.
R., & Yang, Q. (2018). Building Ethics into
Artificial Intelligence. arXiv (Cornell University).
https://doi.org/10.48550/arxiv.1812.02953

[4] Gill, S.S., Tuli, S., Xu, M., Singh, L., Singh, K. V.,
Lindsay, D., Tuli, S., Smirnova, D., Singh, M.,
Jain, U., Pervaiz, H., Sehgal, B., Kaila, S. S.,
Misra, S., Aslanpour, M. S., Mehta, H.,
Stankovski, V., & Garraghan, P. (2019).
Transformative effects of IoT, Blockchain and
Artificial Intelligence on cloud computing:
Evolution, vision, trends and open challenges.
Internet of Things, 8, 100118.
https://doi.org/10.1016/j.10t.2019.100118

[5] Martin, N. D. A. (2021). The impact of AI-Driven
Risk Compliance Systems on corporate
governance. Universal Research Reports, 8(4).
https://doi.org/10.36676/urr.v8.i4.1403

[6] Polu, O. R. (2021). AI-DRIVEN GOVERNANCE
FOR MULTI-CLOUD COMPLIANCE: AN
AUTOMATED AND SCALABLE
FRAMEWORK. International Journal of Cloud
Computing, 1(4), 1-13.
https://doi.org/10.34218/ijecc_01_04 001

[7] Schneider, J., Abraham, R., Meske, C., & Brocke,
J. V. (2022). Artificial Intelligence governance for
businesses. Information Systems Management,
40(3), 229-249.
https://doi.org/10.1080/10580530.2022.2085825

[8] Belidhe, S. (2023). Real-Time Risk Compliance in
DevOps through Al-Augmented Governance
Frameworks. ijsrst.com.
https://doi.org/10.32628/IJSRST5231096

[9] Morley, J., Elhalal, A., Garcia, F., Kinsey, L.,
Mokander, J., & Floridi, L. (2021). Ethics as a
service: A pragmatic operationalisation of Al
ethics. Minds and Machines, 31(2), 239-256.
https://doi.org/10.1007/s11023-021-09563-w

[10]Papagiannidis, E., Enholm, I. M., Dremel, C.,
Mikalef, P., & Krogstie, J. (2022). Toward Al
governance: identifying best practices and
potential barriers and outcomes. Information
Systems Frontiers, 25(1), 123-141.
https://doi.org/10.1007/s10796-022-10251-y

International Journal of Intelligent Systems and Applications in Engineering

LJISAE, 2024, 12(23s), 38403848 | 3848


https://doi.org/10.3390/app9020320
https://doi.org/10.1145/3522664.3528598
https://doi.org/10.48550/arxiv.1812.02953
https://doi.org/10.1016/j.iot.2019.100118
https://doi.org/10.36676/urr.v8.i4.1403
https://doi.org/10.34218/ijcc_01_04_001
https://doi.org/10.1080/10580530.2022.2085825
https://doi.org/10.32628/IJSRST5231096
https://doi.org/10.1007/s11023-021-09563-w
https://doi.org/10.1007/s10796-022-10251-y

