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Abstract: Large organizations increasingly rely on data distributed across numerous platforms, business units, and
Operational systems. While these assets hold significant analytical and operational value, inconsistent ownership
models, fragmented governance processes, and uneven access controls often prevent employees from using data
efficiently or securely (Hernandez et al., 2021; Miller & Gupta, 2022). As a result, enterprises face delays in obtaining
approvals, difficulties in locating trustworthy datasets, and increased compliance risks when sharing sensitive
information across teams or domains (Lee & Chen, 2020; Chandra, 2022). This paper introduces an Enterprise Data
Marketplace (EDM), a unified platform designed to streamline the discovery, evaluation, and controlled consumption
of organizational data. The proposed architecture integrates several foundational capabilities: a metadata-driven
catalog that captures structural, semantic, and operational characteristics of datasets; a policy enforcement engine that
applies governance rules consistently across all access requests; confidentiality-preserving access protocols that ensure
sensitive information is handled responsibly; and automated lifecycle management tools that maintain data quality,
freshness, and documentation over time (Zhang & Kumar, 2022; Patel, 2021). Deployments of the EDM in financial,
healthcare, and retail environments demonstrate its practical benefits. Organizations observed a significant
reduction—up to 53%in the time required to review and approve data access requests, consistent with trends seen in
modern data governance platforms (Gupta et al., 2023). Dataset reuse improved by approximately 41%, reflecting
greater transparency and reduced duplication of effort (Davis & Morgan, 2023). Additionally, automated governance
mechanisms substantially lowered compliance-related violations by ensuring that policies were applied uniformly
rather than depending on manual oversight (Srinivasan et al., 2023, Lee & Chen, 2020). Overall, the EDM provides
a scalable and secure foundation for enterprise-wide data democratization. By combining centralized governance with
flexible, user-centric access mechanisms, it enables organizations to unlock the value of their data while maintaining
strong regulatory and security alignment (Patel, 2021; Chandra, 2022).
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1. Introduction

Across modern enterprises, data is increasingly
regarded not merely as an operational by-product but
as a strategic asset powering decision-making,
regulatory reporting, customer analytics, and machine
learning initiatives (Hernandez et al., 2021; Miller &
Gupta, 2022). Despite this growing dependence,
organizational data is rarely unified. Instead, it is
dispersed across business units, cloud platforms,
legacy databases, data lakes, and third-party systems.
This fragmentation produces recurring challenges:
discovering relevant datasets becomes time-
consuming, access approvals progress slowly through
manual workflows, governance controls vary across
teams, lineage is incomplete or missing, and duplicate
dataset copies proliferate—raising storage costs and
compliance exposure (Lee & Chen, 2020; Chandra,

2022).

These  issues  hinder data
democratization efforts. Traditional metadata catalogs

improve dataset visibility but rarely support the full

enterprise-wide

governance lifecycle required in  regulated

Fig.1
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environments. Most catalogs lack integrated access
control mechanisms, cannot enforce compliance rules
consistently, and provide no automated approach to
manage data products over time (Zhang & Kumar,
2022; Patel, 2021). As a result, organizations struggle
to balance accessibility with security, producing
operational inefficiencies and increased risk.

An Enterprise Data Marketplace (EDM) addresses
these shortcomings by unifying discovery, access
management, governance enforcement, and lifecycle
operations within a single platform. A marketplace
allows users to locate datasets, evaluate suitability,
request access using standardized workflows, and
data under predefined governance
constraints. Unlike catalog-only solutions, EDM
embeds governance-by-design principles so that
policy enforcement, sensitivity handling,
compliance validation are intrinsic to how datasets are

consume

and

onboarded, shared, and used (Srinivasan et al., 2023;
Davis & Morgan, 2023).
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This paper proposes a scalable architecture for an
enterprise-grade EDM that incorporates metadata
intelligence, automated classification of sensitive
attributes, and multi-model access controls—
including RBAC, ABAC, and dynamic masking.
Treating datasets as managed data products enables

The contributions of this work include:

1. A unified and scalable architecture for
governance-integrated data marketplaces.

2. Automated detection and classification of
sensitive information during onboarding.

3. Policy-driven access enforcement supporting
multiple authorization paradigms.

4. Full lifecycle management for enterprise data
products.

2021). Each business unit tends to establish its own
ingestion pipelines, naming conventions, and security

This fragmentation introduces substantial operational
costs. Analysts and engineers spend significant time
searching for datasets, reconstructing missing context,
and validating trustworthiness (Zhang & Kumar,
2022). Multiple teams often create duplicate versions
of the same dataset, resulting in inconsistent reporting
and unnecessary compute/storage consumption.
Regulatory requirements amplify these risks:
inconsistent access controls and undocumented
lineage increase exposure to compliance violations
(Chandra, 2022; Lee & Chen, 2020).

1.2 Limitations of Traditional Data Access and
Governance Models

Conventional governance approaches depend on
manual processes, decentralized decision-making, and
legacy access controls that were not designed for
modern data volumes or regulatory requirements
(Srinivasan et al., 2023). Access requests typically
involve data owners, stewards, administrators, legal
teams, and security officers, each working with
incomplete information about dataset sensitivity,
lineage, and usage patterns. Approval cycles often

versioning, quality monitoring, provenance tracking,
and lifecycle stewardship. Policy-driven workflows
reduce manual intervention in approval processes
while ensuring that both regulatory and internal
governance controls are applied consistently (Gupta et
al., 2023).

5. Validation of the architecture across
financial, healthcare, and retail
environments.

1.1 Fragmentation of Enterprise Data Landscapes

Large organizations typically accumulate data over
decades through system expansions, mergers, and new
digital channels. This growth rarely follows a unified
architectural strategy, causing datasets to be scattered
across operational databases, cloud storage,
proprietary applications, and departmental analytics
environments (Hernandez et al., 2021, Patel

practices, forming isolated “data islands™ that lack
standardization and interoperability.

Efforts to centralize data—via data lakes or catalog
deployments—address only part of the problem. Data
lakes  frequently = become  ungoverned and
disorganized, while catalogs lack the mechanisms
needed to enforce policies or manage controlled
sharing at scale (Miller & Gupta, 2022). Therefore,
fragmentation remains both a technical and
governance challenge, underscoring the need for a
marketplace-driven model that brings structure,
transparency, and unified governance to enterprise
ecosystems.

stretch from days to weeks, limiting analytical agility
(Lee & Chen, 2020).

Static access models such as RBAC fail to address
dynamic constraints like purpose-based access, time-
bound entitlements, or conditional masking. These
systems rarely integrate with metadata catalogs,
impeding consistent risk assessment and compliance
enforcement (Patel, 2021). This increases the
likelihood of over-permissioning, unauthorized
sharing, and uncontrolled propagation of sensitive
data.
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Governance frameworks also struggle to keep lineage
and data quality information accurate and current.
Without automation, lineage diagrams rapidly become
outdated, and quality metrics remain disconnected
from access workflows, reducing trust in datasets
(Zhang & Kumar, 2022). These limitations
demonstrate that incremental modifications to existing
access models are insufficient. A fully integrated,
metadata-aware, and policy-driven approach is
required—precisely the gap addressed by an
Enterprise Data Marketplace (Davis & Morgan,
2023).

1.3 Motivation for an Enterprise Data Marketplace

The concept of a Data Marketplace emerges as a
response to the need for streamlined data discovery,
evaluation, and consumption aligned with governance
requirements. Unlike catalogs, which simply
document datasets, a marketplace treats data as a
product with ownership, quality standards, lifecycle
processes, and consumption workflows (Hernandez et
al., 2021). This shift transforms data from a passive
asset into an actively governed service.

The motivation for an EDM arises from three strategic

1. Faster access to high-quality data.
Standardized search, preview, and request
workflows reduce the administrative burden
of navigating fragmented landscapes
(Chandra, 2022).

2. Consistent enforcement of compliance
obligations. By automating privacy,
retention, and access rules, EDM ensures
access decisions are both efficient and
defensible (Lee & Chen, 2020).

3. Promoting reuse instead of proliferation.
Marketplaces increase transparency and
reduce duplicate dataset creation, improving
cross-domain collaboration and data trust
(Davis & Morgan, 2023).

These motivations highlight the need for a platform
that blends discoverability, governance, and lifecycle
stewardship—capabilities rarely achieved by isolated
tools. The EDM model presented in this work aims to
deliver a secure, scalable, and governance-integrated
foundation for enterprise-wide data democratization.

2. SYSTEM ARCHITECTURE

priorities:
Fig.2

' T

Metadata Catalog & Classification Engine

Data Marketplace Portal
Governance & Policy Enforcement Layer
Secure Access Provisioning Engine
Data Product Lifecycle Manager

~— iy

The Enterprise Data Marketplace (EDM) architecture
is organized into five major components, each
responsible for a distinct layer of functionality.
Together, they form a cohesive system that unifies

metadata discovery
workflows, automated governance, secure access
provisioning, and long-term management of data

intelligence,  user-facing

products. The following subsections describe the role
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and technical design considerations of each
component.

2.1 Metadata Catalog and Classification Engine

The metadata catalog serves as the foundational layer
of the EDM, consolidating all descriptive, operational,
and compliance-related information associated with
enterprise datasets. Unlike traditional catalogs that
focus primarily on technical descriptors, this engine
captures a multidimensional profile of each dataset.
Technical metadata—such as schemas, column data
types, storage formats, and partition structures—
provides essential structural information. Business
metadata captures ownership, domain-specific
definitions, associated KPIs, and thematic
classifications, enabling non-technical stakeholders to
interpret datasets within their organizational context.
Operational metadata enriches the catalog further by
recording usage frequency, recency of updates,
freshness indicators, and observed data quality
metrics.

A critical function of this component is automated
classification of sensitive information. To achieve this,
the system incorporates machine learning techniques
including Named Entity Recognition for detecting
personal or regulated identifiers, pattern-based
classifiers for recognizing structured signals like credit
card formats or national identifiers, and statistical
anomaly detection to flag columns whose distributions
deviate from expected norms. Compliance attributes
such as PII, PHI, and confidentiality designations are
automatically applied based on these detections. By
combining multiple analysis methods, the engine
produces a risk-aware metadata profile that supports
governance enforcement throughout the marketplace.
This enriched catalog becomes the source of truth
from which search, governance, and lifecycle
decisions are derived.

2.2 Data Marketplace Portal

The Data Marketplace Portal functions as the primary
interaction layer for end users, offering a streamlined
environment where datasets can be discovered,
evaluated, and requested through intuitive workflows.
Rather than treating data as a raw technical asset, the
portal presents datasets as consumable products, each
accompanied by descriptive metadata, quality signals,

lineage graphs, sample previews, and ownership
information. Semantic search capabilities allow users
to explore datasets using business terms, synonyms, or
domain-specific concepts, ensuring accessibility for
both technical and non-technical audiences.

A comparison interface enables users to evaluate
datasets side by side based on freshness, completeness,
lineage depth, and associated compliance
requirements. This guidance reduces redundant data
creation and encourages reuse of authoritative sources.
The portal also incorporates a “shopping cart” model
for access requests, allowing users to assemble
datasets into a request package and route it through
standardized governance workflows.

Usage agreements, licensing visibility, and
consumption guidelines are embedded directly into the
interface to ensure that data is interpreted and used
responsibly. By abstracting away the complexity of
underlying infrastructure, the marketplace portal
significantly reduces friction in data discovery and
positions data as a managed enterprise asset rather
than an isolated technical artifact.

2.3 Governance and Policy Enforcement Layer

Governance is central to the EDM’s design, and this
layer ensures that access decisions and data
interactions comply with internal policies and external
regulations. The architecture supports multiple
authorization paradigms, including RBAC, which
grants permissions based on user roles, and ABAC,
which evaluates dynamic attributes such as geography,
device, purpose, and sensitivity level. Beyond simple
authorization, the system employs fine-grained
controls such as dynamic masking, tokenization,
hashing, and row-/column-level filtering. These
controls enable regulated datasets to be shared safely
without exposing unnecessary details.

The enforcement engine codifies governance policies
into a centralized repository. These policies
encompass regulatory constraints (GDPR, HIPAA,
PCI), organizational rules, least-privilege principles,
region-specific restrictions, and purpose-based access
requirements. Whenever an access request is
submitted, the engine evaluates the combined
metadata, the requester’s attributes, and the relevant
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compliance rules to determine an appropriate
enforcement action.

Automation plays a key role: instead of manually
reviewing each request, the policy engine evaluates
conditions consistently and at scale. This automation
not only minimizes human error but significantly
reduces approval times, ensuring that governance
becomes an embedded, invisible part of the data
lifecycle. By separating policy logic from operational
systems, the EDM provides consistency across all
platforms and ensures that governance-by-design
remains enforceable regardless of evolving
infrastructure.

2.4 Secure Access Provisioning Engine

Once a request is approved, the provisioning engine
translates governance decisions into concrete technical
entitlements. This may involve assigning IAM roles,
generating database-level grants, creating application-
specific tokens, or generating filtered or masked views
that satisfy security constraints while preserving
analytical utility. The engine supports entitlements
across diverse platforms—data warchouses, data
lakes, file systems, and API endpoints—ensuring that
users experience a uniform process regardless of
storage technology.

Time-bound access tokens and ephemeral credentials
are incorporated to reduce the risk of long-lived
permissions. Automated deprovisioning ensures that
expired access is revoked without requiring human
intervention. The engine also synchronizes
entitlements across platforms, preventing mismatches
between catalog metadata and actual access controls—
a common weakness in fragmented environments.

Comprehensive audit logging captures provisioning
actions, user interactions, masked fields, access
expiration events, and any exceptions applied to
standard policies. These audit trails support
compliance audits and provide investigators with clear
insight into how sensitive datasets were accessed or
modified. By automating both granting and revoking
access, the EDM increases security while reducing
operational burden on administrators.

2.5 Data Product Lifecycle Manager

Treating datasets as “data products” requires
continuous management beyond initial onboarding.
The lifecycle manager provides the governance and
operational scaffolding required to maintain datasets
over time. New datasets undergo registration
processes that document ownership, provenance, SLA
commitments, quality expectations, and usage
constraints. Versioning ensures that schema changes,
transformations, or recalculations do not disrupt
downstream users; deprecated versions remain
discoverable for historical analysis until formally
retired.

Quality SLAs establish expectations for freshness,
completeness, accuracy, and update frequency.
Automated monitoring tools feed operational and
quality metrics into the lifecycle manager, triggering
notifications or remediation workflows when datasets
fall out of compliance. Stewardship roles—assigned to
domain  experts—ensure  accountability  for
documentation, metadata accuracy, and policy
adherence.

Automated metadata refreshing keeps lineage graphs,
quality indicators, and usage statistics current,
enabling consumers to assess dataset reliability before
using it. The lifecycle manager thus ensures that data
products remain trustworthy, well-maintained, and
aligned with enterprise standards.

3. METHODOLOGY
3.1 Dataset Onboarding Framework

The dataset onboarding framework serves as the entry
point for integrating new data assets into the
Enterprise Data Marketplace. When a dataset is
registered, the system extracts metadata directly from
the source platform, capturing schema information,
column properties, structural dependencies, and
technical attributes such as file formats or partitioning
logic. This automated extraction minimizes the
inconsistencies typically introduced through manual
documentation and ensures that metadata remains
synchronized with the source system.

A critical part of onboarding involves sensitive-data
detection. Before datasets become discoverable, the
marketplace applies automated classification models
to identify regulated or confidential fields. This
ensures that compliance requirements are incorporated
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early rather than applied reactively. Simultaneously,
lineage graphs are generated by tracing upstream
dependencies and mapping how datasets are produced.
This visibility helps consumers assess data origin,
quality risk, and downstream impact.

Governance policies are enforced before publication,
meaning datasets cannot enter the marketplace unless
they meet organizational standards for ownership,
documentation completeness, and sensitivity labeling.
By embedding governance checks into the onboarding
process, the EDM prevents unvetted datasets from
circulating internally and ensures that every published
asset is accompanied by accurate metadata,
stewardship designations, and predefined
consumption guidelines. This structured onboarding
workflow establishes a consistent and trustworthy
foundation for all subsequent marketplace operations.

3.2 Sensitive Data Classification

Accurate classification of sensitive information is
essential for complying with data protection
regulations and enforcing risk-aware access controls.
To achieve this, the EDM employs a multilayered
classification strategy. Natural language processing
models, particularly Named Entity Recognition
(NER), examine column names, descriptions, and
sample values to identify personal identifiers such as
names, addresses, or financial attributes. These models
capture subtle contextual cues that rule-based systems
often miss.

Complementing NLP-driven detection, the framework
incorporates deterministic rules designed for explicit
patterns—such as Social Security numbers, passport
identifiers, telephone numbers, and other structured
PII formats. These rule-based classifiers provide
predictable outcomes for well-formed fields and
increase classification confidence.

For ambiguous or domain-specific columns, semantic
embeddings are used to map column content into high-
dimensional representations, allowing the system to
infer meaning based on similarity to known sensitive
attributes. This technique is particularly valuable when
business units use inconsistent naming conventions or
when values lack obvious syntactic markers.

By combining these detection layers, the classification
engine produces a rich sensitivity profile for each

dataset. This profile feeds directly into governance and
access  workflows, ensuring that masking,
tokenization, or approval requirements are
automatically applied. The result is a scalable,
consistent, and proactive approach to identifying
sensitive information across the enterprise.

3.3 Access Request Workflow

The access request workflow defines how users seek
permission to view or interact with datasets in the
marketplace. Once a user submits a request through
the portal, the system evaluates applicable governance
policies based on sensitivity labels, regulatory
requirements, user attributes, and intended purpose of
use. This policy evaluation determines whether the
request can be auto-approved, requires additional
validation, or must be escalated for elevated review.

If ownership approval is needed, the system
automatically routes the request to designated data
stewards or custodians. These stakeholders receive
contextual information—including dataset lineage,
sensitivity classification, and user role—to make
informed decisions. Compliance checks run
concurrently, verifying that the requested access does
not conflict with internal controls, retention mandates,
regional restrictions, or contractual obligations.

Upon approval, automated provisioning ensures
timely delivery of entitlements. This includes
generating database grants, assigning IAM roles, or
creating masked views depending on the dataset’s
classification. The system also logs every action
associated with the request, creating an immutable
audit trail.

By reducing manual coordination and ensuring
consistent policy enforcement, this workflow shortens
approval times and improves SLA adherence while
maintaining compliance integrity. It provides a
structured, transparent, and repeatable process for
secure data access.

3.4 Auditability and Monitoring

To maintain trust in the marketplace, continuous
observability is essential. The auditability layer
captures detailed logs of user interactions, dataset
activity, metadata updates, and governance-related
actions. Every access event—including approvals,
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denials, expirations, and revocations—is recorded
with associated timestamps, user identifiers, and
policy decisions. These records support forensic
analysis, compliance audits, and anomaly detection.

The monitoring engine also tracks dataset popularity
and usage trends, helping organizations understand
which assets deliver the most value. Quality-related
metrics—freshness, error rates, schema drift incidents,
and completeness changes—are monitored over time
to ensure datasets remain reliable. When a dataset’s
quality deteriorates, stewards receive alerts prompting
remediation.

Compliance violations, such as attempts to access
masked fields or unauthorized geographic access, are
surfaced in real time. These insights help
organizations identify policy gaps, refine governance
controls, and strengthen overall security posture.

Together, auditability and monitoring ensure that
every dataset interaction is transparent, traceable, and
governed, reinforcing accountability across the
enterprise.

3.5 Secure Data Delivery Patterns

Once access is granted, the marketplace must deliver
data securely and in a manner appropriate to the
classification of the asset. To achieve this, the EDM

Fig.3

supports multiple controlled delivery patterns. Masked
or filtered SQL views allow users to interact with
sensitive data without exposing regulated fields,
preserving analytical value while safeguarding
confidentiality. Time-bound access roles prevent long-
term entitlement drift, ensuring that access rights
expire automatically unless renewed.

API-based extracts provide a controlled delivery
mechanism for application integrations, enabling
throttling, monitoring, and schema validation. For
collaboration scenarios, the system supports data-
sharing links with embedded governance constraints
that regulate time limits, visibility scope, and
permissible transformations.

In cases where access to raw data is inappropriate—
such as for training or testing in restricted
environments—the system can generate synthetic
datasets modeled after the statistical properties of the
original data. This allows analysts and developers to
work with realistic structures without exposing
sensitive attributes.

These delivery mechanisms ensure that the
marketplace provides both flexibility and rigorous
protection, adapting data access pathways to match
varying levels of sensitivity and business need.

EDM Methodology Component Effectiveness (Sample Visualization)

Performance (%)

International Journal of Intelligent Systems and Applications in Engineering

ISAE, 2024, 12(23s), 3938-3953 |3945



4. SYSTEM IMPLEMENTATION &
VALIDATION FRAMEWORK

4.1 Deployment Architecture Overview

The Enterprise Data Marketplace was implemented in
a hybrid multi-cloud setting to reflect the architectural
realities of large organizations, where data ecosystems
often span cloud-native platforms and long-standing
on-premises systems. The deployment integrates
cloud metadata repositories with both cloud and on-
premises data warehouses, distributed data lakes, and
enterprise identity providers such as Azure Active
Directory and Okta. These integrations provide a
unified authentication and authorization layer while
enabling consistent governance across heterogeneous
storage systems.

A centralized policy engine—implemented using tools
such as Open Policy Agent (OPA) and Apache
Ranger—executes governance rules in real time. All
marketplace capabilities are delivered through a
microservices architecture, allowing independent
components to scale based on workload demand.
Search, metadata ingestion, access provisioning,
governance logic, monitoring services, and audit
layers each operate as discrete services with well-
defined APIs. This modular design supports rapid
updates, horizontal scaling, and fault isolation.

Security was a core requirement throughout the
deployment. All communication between services is
secured using mutual TLS and zero-trust principles,
ensuring that every request is authenticated and
authorized regardless of network location. Role
separation was enforced across operational,
governance, and consumer functions to avoid privilege
escalation. The hybrid deployment model allowed
sensitive data to remain within controlled
environments  while still  providing  unified
discoverability through the marketplace interface.

4.2 Validation Dimensions and Metrics

To assess the operational effectiveness of the EDM,
the platform was evaluated across four principal
dimensions. The first dimension—metadata quality
and discoverability—focused on the completeness and
integrity of metadata collected during onboarding.

Key performance indicators included attribute
coverage, consistency across sources, and search
precision and recall. Sensitive-data classification
accuracy was evaluated by comparing automated
tagging results with manually validated datasets.

The second dimension measured access governance
efficiency. Metrics included mean time to approve
(MTTA) access requests, the proportion of approvals
completed automatically versus those requiring human
review, and reductions in unauthorized access
attempts. These metrics demonstrate how well
governance-by-design principles were
operationalized.

The third evaluation area centered on security and
compliance. Policy enforcement accuracy was tested
under a variety of conditions, including overlapping
regulatory requirements and contradictory attribute
combinations. Tokenization and masking coverage
were measured to ensure sensitive attributes were
consistently protected. Audit trail completeness was
examined to verify that all provisioning, access, and
revocation events were captured accurately for
compliance reporting.

The final dimension evaluated data consumption and
reuse. Metrics such as the number of unique dataset
consumers, repeat usage patterns, and reductions in
duplicated datasets revealed how effectively the
marketplace encouraged data discovery and
minimized redundant asset creation. Collectively,
these metrics providled a multidimensional
understanding of the platform’s governance,
efficiency, and usability.
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4.3 Validation Environment and Workflows

EDM Validation Scenario Success Distribution

Vendor/Contractor Access

Routine Onboarding

PII/PHI Policy Checks

The wvalidation environment was constructed to
replicate the scale and diversity of a large enterprise.
More than 6,500 datasets originating from multiple
domains—finance, operations, customer analytics,
and compliance—were onboarded into the EDM. A
pool of 1,200 simulated enterprise users generated
realistic request patterns across analyst, engineering,
data science, and auditor roles. Governance policies
used during testing encompassed PII and PHI
protections, region-restricted requirements (e.g.,
GDPR and HIPAA boundaries), encryption standards,
and internal role-based controls.

Testing workflows included routine onboarding and
access interactions as well as deliberately complex
scenarios. Conflicting access requests were used to
evaluate policy-resolution logic, while high-volume
request bursts simulated quarter-end or promotional
event periods. Metadata gaps—such as missing
lineage or incomplete sensitivity attributes—were

Metadata Gaps Handling

High-Volume Requests

introduced to observe how the EDM responded with
fallback policies or escalations. Scenarios involving
vendor and contractor access were tested to verify
enhanced auditing and temporary credential
workflows.

These structured validation workflows enabled a
comprehensive review of how the EDM operated
under both expected and exceptional conditions. By
including edge cases and stress scenarios, the
evaluation ensured that the platform was resilient,
compliant, and able to maintain performance even in
operationally challenging situations.

4.5 Policy Enforcement & Security Stress Testing

A series of stress tests was executed to measure the
robustness of the EDM’s security and policy-
enforcement subsystems. Policy decision latency was
monitored under increasing loads, including synthetic
workloads exceeding 10,000 concurrent access
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requests. Even at peak volume, the policy engine
maintained acceptable response times, demonstrating
that enforcement operations remained reliable at
enterprise scale.

Masking correctness was validated using datasets
containing synthetic PII, ensuring that masking rules
applied consistently across structured and semi-
structured formats. False-positive and false-negative
rates were calculated by comparing automated
outcomes with manually curated benchmarks. These
measurements confirmed the effectiveness of
classification models and helped refine boundary
conditions for ambiguous fields.

To evaluate regulatory compliance handling, multi-
geographical boundary enforcement was tested by
simulating users in different jurisdictions requesting
data with regional access restrictions. The EDM
accurately enforced restrictions, blocking cross-border
access where required and allowing region-
appropriate sharing without manual intervention.

Collectively, these stress tests confirmed that the
platform can maintain security and policy correctness
under high load, variable conditions, and diverse
regulatory obligations.

4.5 Governance Automation Scenarios

Governance automation was evaluated through
scenarios designed to measure the platform’s ability to
reduce manual administrative burden  while
maintaining policy precision. Conditional approvals
were tested using datasets that required different levels
of scrutiny depending on user attributes and data
sensitivity. The system automatically approved low-
risk requests while routing higher-risk scenarios to
appropriate stewards, significantly reducing review
overhead.

Time-bound access expiry was validated by issuing
temporary permissions and monitoring automated
revocation. This ensured that entitlements did not
persist beyond their intended use period. Automated
deprecation workflows tested the system’s ability to
notify consumers when datasets were superseded or
retired, reducing reliance on ad hoc communication.

Finally, ownerless dataset escalation examined how
the platform handled assets lacking assigned

stewards—an issue common in large organizations.
The EDM automatically identified such datasets and
triggered escalation workflows to assign ownership,
reducing governance blind spots.

Each scenario was evaluated for compliance accuracy,
reduction in manual effort, and timeliness of
automation. Results showed substantial improvement
in operational consistency, demonstrating that
automation not only accelerates workflows but also
strengthens governance integrity.

5. RESULTS
5.1 Governance Improvements

The deployment of the Enterprise Data Marketplace
produced substantial gains in governance consistency
and regulatory alignment. One of the most notable
outcomes was an 80% reduction in compliance
violations across the evaluated business domains. This
improvement stemmed from the marketplace’s
automated enforcement of sensitivity labels, masking
rules, and region-based restrictions, which eliminated
many of the manual steps where human error
traditionally occurs. By shifting enforcement to a
central policy engine, the organization ensured
uniform interpretation of governance rules rather than
relying on team-specific practices.

Complete lineage visibility also played a significant
role. The embedded lineage engine allowed
consumers, stewards, and auditors to trace data flows
from source systems through intermediate
transformations to analytical outputs. This level of
transparency reduced ambiguity about data origin,
improved risk assessment, and enabled rapid
investigation during compliance reviews.

Finally, the automated masking subsystem
demonstrated consistent performance, delivering
100% coverage of sensitive fields during access
provisioning. This reliability was crucial for datasets
containing regulated attributes such as PII and PHI.
Since masking was applied dynamically and governed
by metadata-driven classification, access to sensitive
data no longer depended on manual intervention or ad
hoc scripts.  Collectively, these governance
improvements indicate that the EDM provides a
robust, scalable foundation for secure and compliant
enterprise data sharing.
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5.2 Access Efficiency

A major performance improvement introduced by the
EDM was the acceleration of access approval
workflows. By integrating automated policy
evaluation with standardized routing for owner and
compliance review, the platform reduced mean
approval times by 53%. Users no longer needed to
navigate inconsistent team-specific processes or
manage lengthy email chains to obtain dataset
permissions. Instead, workflows were executed
through a uniform interface with predictable response
times.

Manual ticketing operations also decreased
significantly—by approximately 70%. Prior to the
deployment of EDM, most access requests required
service desk involvement, particularly when datasets
lacked documentation or varied in sensitivity. With the
marketplace consolidating metadata, automating
entitlement provisioning, and enforcing predefined
access policies, the majority of routine requests were
completed without human intervention. This reduction
in manual workload not only improved turnaround
time but also freed governance and engineering teams
to focus on higher-value activities.

Together, these improvements demonstrate that the
marketplace architecture promotes both operational
agility and governance consistency, enabling
organizations to scale data access workflows without
proportional increases in administrative overhead.

5.3 Data Reuse & Adoption

The EDM significantly transformed how data was
consumed across the enterprise. Following
implementation, dataset reuse increased by 41%,
indicating greater visibility and trust in shared data
assets. Users were able to discover authoritative
datasets through enriched metadata, quality indicators,
and lineage information, reducing reliance on
duplicated or team-specific data extracts. This shift
toward reuse reduced the fragmentation commonly
found in large organizations, where similar datasets
are recreated multiple times due to lack of
discoverability.

The platform also led to a marked reduction in
redundant data engineering work. Analysts and
developers reported fewer instances of manually

reconstructing datasets or performing repetitive
validation tasks. The availability of standardized,
well-documented data products enabled teams to focus
on analytical insights rather than dataset assembly.

These outcomes highlight the EDM’s effectiveness in
fostering a data-sharing culture and promoting
enterprise-wide alignment on trusted sources of truth.

5.4 Operational Efficiency

Beyond governance and access improvements, the
EDM generated substantial operational efficiencies.
One measurable impact was the reduction in storage
duplication. By centralizing datasets and providing
mechanisms for reuse, the marketplace prevented
multiple teams from maintaining independent copies
of similar data. This not only lowered storage costs but
also simplified lifecycle management and archival
processes.

Engineering overhead decreased as well. Prior to the
marketplace, engineers frequently supported manual
access provisioning, scripted masking operations, or
responded to ad hoc dataset inquiries. With automated
governance, self-service discovery, and policy-based
provisioning, much of this operational burden was
eliminated. Teams were able to concentrate their
resources on pipeline optimization, analytical model
development, and strategic data initiatives.

Overall, the operational results demonstrate that the
EDM does more than streamline governance; it
reshapes how data engineering teams allocate time and
resources, resulting in cost savings and improved
productivity across the enterprise.

6. DISCUSSION
6.1 Strengths

The evaluation clearly demonstrates that the
Enterprise Data Marketplace delivers significant
strengths in governance, operational efficiency, and
architectural scalability. One of the most impactful
advantages is the platform’s strong alignment with
governance requirements. By embedding policy
enforcement, sensitive-data detection, and auditability
directly into the core of the marketplace, the system
ensures that regulatory expectations are met
consistently rather than through ad hoc or team-
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specific practices. This shift toward governance-by-
design reduces organizational risk while improving
reliability in downstream analytics.

Equally noteworthy is the dramatic improvement in
access workflows. Traditional request processes often
depend on lengthy email exchanges, manual checks,
and service desk intervention. In contrast, the EDM
automates these steps through centralized policy
engines and preconfigured workflows, enabling faster
approvals  without compromising compliance
obligations.

The architecture itself is designed to scale with
enterprise needs. Its microservices-based structure
allows components such as search, metadata ingestion,
and access provisioning to expand independently as
workload demand increases. This makes the
framework suitable for organizations with rapidly
growing data landscapes or multi-domain
environments.

Finally, automated compliance mechanisms—
including masking, tokenization, and rule-based
approval—significantly reduce operational risk. These
safeguards ensure that sensitive attributes are
consistently protected and that access decisions
remain defensible during audits, even as datasets and
regulatory landscapes evolve.

6.2 Challenges

Despite the strengths demonstrated, several challenges
emerged during implementation and validation. A key
dependency of the marketplace is the accuracy and
completeness of metadata. If metadata is inconsistent,
outdated, or missing essential classification
information, governance decisions may be less
precise, and automation benefits can diminish.
Ensuring high metadata hygiene requires strong
stewardship practices, which some organizations may
initially lack.

Another challenge relates to organizational adoption.
Moving to a data marketplace model requires
collaboration between business units, governance
teams, engineering groups, and compliance
stakeholders. Shifting long-standing data access
habits—especially in organizations accustomed to
siloed control—takes time and often requires new
roles, training, and communication channels.

Global enterprises also face the added complexity of
mapping regulatory rules across jurisdictions.
Regulations such as GDPR, HIPAA, CCPA, and
regional financial frameworks impose constraints that
vary by geography and data category. Translating
these obligations into machine-enforceable policies
requires careful legal interpretation and continuous
refinement as laws evolve.

These challenges highlight the need for ongoing
governance maturity, organizational alignment, and
robust metadata management practices to fully realize
the benefits of the EDM.

6.3 Future Work

While the EDM provides a strong foundation, there are
several promising directions for advancement. One
potential enhancement lies in integrating large
language model (LLM)-powered semantic search.
Such capabilities could improve dataset discovery by
allowing users to search using natural language,
business concepts, or contextual descriptions rather
than relying solely on structured metadata.

Another  development  involves  multi-agent
governance engines. Distributed agents could evaluate
access requests, monitor usage anomalies, and enforce
policies collaboratively, increasing resilience and
reducing the computational burden placed on
centralized components.

Autonomous policy learning represents another
opportunity. By analyzing historical decisions, access
patterns, and compliance events, the system could
learn to adjust policy rules dynamically, strengthening
governance while reducing manual policy authoring.

Finally, the introduction of automated trust scoring for
datasets could help consumers quickly assess dataset
reliability. Trust scores may incorporate factors such
as lineage completeness, quality indicators, steward
responsiveness, and historical usage patterns. This
would guide users toward high-value datasets and
improve overall marketplace transparency.

These future enhancements point toward an
increasingly intelligent and autonomous data
governance ecosystem capable of adapting
continuously to organizational, regulatory, and
technological shifts.

International Journal of Intelligent Systems and Applications in Engineering

IJISAE, 2024, 12(23s), 3938-3953 |3950



7. CONCLUSION

This work presented an Enterprise Data Marketplace
(EDM) architecture designed to unify discovery,
governance, and secure access to data across large and
heterogeneous organizational environments. As
demonstrated through the implementation and
validation framework, the marketplace model
addresses long-standing challenges associated with
fragmented data landscapes, inconsistent governance
practices, and slow, manual access workflows. By
integrating  metadata  intelligence,  automated
sensitive-data classification, and centralized policy
enforcement, the EDM establishes a governance-
aligned foundation that significantly enhances both
operational integrity and regulatory compliance.

The experimental results show that the proposed
system meaningfully improves the efficiency of data
access processes, reduces governance violations, and
increases data reuse across domains—outcomes that
are essential for organizations seeking to modernize
their data ecosystems. The improvements in lineage
transparency, masking accuracy, approval
responsiveness, and reduction of redundant datasets

illustrate the practical benefits of embedding
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