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Abstract— Predicting stock market trends is a highly challenging task due to the complex and volatile nature of
financial markets. This project aims to utilize Long Short-Term Memory (LSTM) networks to predict stock market
trends based on historical data. LSTMs, a type of recurrent neural network (RNN), are particularly suited for time
series forecasting due to their ability to learn from sequential data. By collecting and preprocessing a dataset of
historical stock prices and market indicators, we develop and train an LSTM model to predict future stock prices.
The model's performance is evaluated using metrics such as Mean Absolute Error (MAE) and Root Mean Square
Error (RMSE), demonstrating its accuracy and effectiveness in predicting stock market trends. The insights
derived from the model can be valuable for investors and traders in making informed decisions.
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INTRODUCTION

Stock market prediction is a complex and dynamic
field, driven by various factors such as historical
price data, corporate earnings, industry performance,
macroeconomic indicators, geopolitical events, and
social media trends. Traditional statistical techniques
and technical analysis have struggled to capture the
non-linear, dynamic, and chaotic nature of the stock
market. Machine learning and deep learning,
particularly Long Short-Term Memory (LSTM)
networks, have introduced new possibilities in stock
price prediction. This project aims to leverage
LSTM's strengths to develop a predictive model that
accurately forecasts stock prices, empowering
investors with data-driven insights and informed
decision-making tools. The integration of artificial
intelligence into stock market prediction could lead
to higher returns and reduced risks, transforming the
way financial markets are approached.

Stock market prediction has long been a topic of
intense research and speculation due to its immense
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potential for financial gain and strategic planning.
The stock market, being a highly dynamic and
volatile environment, reflects the collective
sentiment of traders, investors, and various other
economic actors. This complexity is driven by a
myriad of factors, including historical price data,
corporate industry  performance,
macroeconomic indicators, geopolitical events, and
even social media trends. As such, predicting stock
prices is inherently difficult due to the vast number of
variables and the unpredictable nature of market

earnings,

movements.

Historically, traders and analysts have relied on
traditional statistical techniques, economic theories,
and technical analysis to forecast stock prices.
However, these methods often fall short in capturing
the non-linear, dynamic, and chaotic nature of the
stock market.

The advent of machine learning and deep learning,
particularly Long Short-Term Memory (LSTM)
networks, has introduced new possibilities in stock
price prediction. These models excel at analyzing
time-series data, which is crucial in understanding
how past market behavior influences future stock
trends. LSTMs, with their ability to retain long-term
memory and handle sequential data, provide a
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significant improvement over traditional models by
learning from past behaviors and making predictions
based on that learning.

This project seeks to capitalize on LSTM’s strengths
to deliver a predictive model that can more accurately
forecast stock prices, empowering investors with
data-driven insights and more informed decision-
making tools. The integration of artificial intelligence
into stock market prediction opens the door to
potentially higher returns and reduced risks, thereby
transforming the way financial markets are
approached.
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Figurel.l: Residential building Architecture

The rapid development of algorithmic trading
systems has further increased the importance of stock
market predictions. These systems rely on machine
learning algorithms and AI models to process
massive amounts of financial data in real time. The
ability of a predictive model to analyze data and
anticipate market movements is critical for these
systems, which thrive on minute price differences
and trends.

In such a time-sensitive domain, even slight
improvements in prediction accuracy can lead to
significant financial benefits. Thus, a highly accurate
stock market prediction model built on LSTM could
enhance investor confidence, reduce risks, and
ultimately  reshape

investment strategies in

unprecedented ways.

Research Enhances Stock Market Trend Prediction

. Improves accuracy.
. Provides timely insights.
. Aids policy formulation.

. Contributes to FinTech advancements.
= Serves as educational resource.
Problem Definition

This project aims to develop an LSTM model to
accurately predict future stock prices, capturing the
underlying patterns that influence price movements,
despite the complex and volatile nature of financial
markets.

The stock market is characterized by its complexity,
volatility, and susceptibility to various external
factors, making accurate prediction a significant
challenge. Investors and financial institutions are
constantly seeking better models to predict future
stock prices in order to maximize profits, minimize
risks, and make informed trading decisions.
Traditional methods often fall short in handling the
sequential, non-linear nature of stock market data.
This project addresses the challenge of forecasting
future stock prices by developing a predictive model
based on Long Short-Term Memory (LSTM)
networks.

The LSTM model will be trained on historical stock
price data to learn patterns and relationships in the
time series, enabling it to generate predictions for
future stock prices. By leveraging LSTM’s ability to
capture long-term dependencies in sequential data,
this model aims to provide more accurate and reliable
stock price predictions compared to traditional
machine learning approaches.

The problem can be defined as:

. Predicting future stock prices based on
historical stock price data.

. Incorporating external factors and patterns
from previous data to enhance prediction accuracy.

. Addressing the inherent complexity and
unpredictability of stock market trends using
advanced deep learning techniques.

Objective of the Project

The central objective of this project is to design and
implement a Long Short-Term Memory (LSTM)
Recurrent Neural Network (RNN) to predict future
stock prices based on historical stock market data.
LSTMs are uniquely suited for handling time-series
data—data points sequenced in time—making them
ideal for financial forecasting where past trends
influence future outcomes.
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Unlike traditional machine learning algorithms,
which often struggle with the temporal aspect of
stock data, LSTMs excel by retaining relevant
information from previous time steps while
discarding irrelevant data. This makes them highly
effective in capturing the intricate patterns of stock
market behavior.

e Collect and preprocess a dataset of historical
stock prices and market indicators.

e Develop and train an LSTM model for stock
market prediction.

e Evaluate the model's accuracy using metrics
such as Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE).

e Provide insights for investors and traders based
on model predictions.

This project aims to:

e Develop a predictive model using LSTM
networks to learn from historical stock data.

e  Train the model on large volumes of time-series
data, enabling it to identify short-term trends and
long-term patterns.

e Evaluate the model’s performance using
standard evaluation metrics such as Mean Squared
Error (MSE) and Root Mean Squared Error (RMSE),
while also testing the model’s ability to generalize to
unseen data.

e Integrate the model into a wuser-friendly
interface, where investors and analysts can input
stock data and receive predicted prices in real-time.

e Visualize predictions using interactive charts
and graphs, making the data more interpretable for
users.

The ultimate goal of this project is to provide a robust
and reliable tool that can help investors make data-
driven decisions, optimize their trading strategies,
and minimize risk in the stock market. This project
not only seeks to improve prediction accuracy but
also to enhance the interpretability of the results,
giving investors a clearer understanding of how the
model generates its forecasts. By leveraging the
power of LSTM, this predictive model will serve as a
valuable resource in the ever-evolving landscape of
financial markets.

LITERATURE SURVEY

“Short-term stock market price trend prediction
using a comprehensive deep learning system”,
Jingyi Shen and M. Omair Shaf, Journal of Big
Data ,2022.

In the era of big data, deep learning for predicting
stock market prices and trends has gained significant
popularity. This study utilizes two years of data from
the Chinese stock market to propose a comprehensive
approach that combines feature engineering with
deep learning techniques for predicting stock market
trends. The system includes pre-processing of the
dataset, application of multiple feature engineering
methods, and a customized deep learning model,
resulting in high accuracy. Extensive evaluations
indicate that our solution outperforms traditional
models, contributing valuable insights to both
financial and technical research communities.

“LSTM-based Stock Prediction Modeling and
Analysis”, Ruobing Zhang et al., Atlantis Press
2022.

The stock market plays an important role in the
economy of a country in terms of spending and
investment. Predicting stock prices has been a
difficult task for many researchers and analysts.
Research in recent years has shown that Long Short-
Term Memory (LSTM) network models perform
well in stock price prediction, and it is considered one
of the most precise prediction techniques, especially
when it is applied to longer prediction ranges.

In this paper, we set the prediction range of the LSTM
network model to 1 to 10 days, push the data into the
built LSTM network model after pre-processing
operations such as normalization of data, and set the
optimal values of epochs, batch size, dropout,
optimizer and other parameters through training and
testing.

“Stock Market Prediction Using LSTM Recurrent
Neural Network”, Adil Moghar Elsevier,2020.

It has never been easy to invest, requiring human
intelligence is currently the dominant trend in
scientific research. This article aims to build a model
using Recurrent Neural Networks (RNN) and
especially Long-Short Term Memory model (LSTM)
to predict future stock market values. The main
objective of this paper is to see in which precision a
Machine learning algorithm can predict and how
much the epochs can improve our model.
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“Activity Recognition in Smart Homes using UWB
Radar”, Kevin Bouchard, Elsevier,2020.

This technological transfer has been mostly supported
by simple, commercially available sensors such as
passive infrared and electromagnetic contacts. On the
other hand, many teams of research claim that the
sensing capabilities are still too low to offer accurate,
robust health-related monitoring and services. In this
paper, we investigate the possibility of using Ultra-
wideband (UWB) Doppler radars for the purpose of
recognizing the ongoing ADLs in smart homes.

“Impact of the geometric field of view on drivers’
speed perception and lateral position in driving
simulators”, Charitha Dias et al., Elsevier,2020.

The fidelity and reliability of driving simulators are
crucial for studying driver behavior. This study
compares drivers' speed perception and lateral
position under two geometric field of view (GFOV)
angles: 60 and 135 degrees. Results show that drivers
underestimate speed and deviate from real-world
driving more with a 60-degree GFOV. Proper GFOV
calibration is essential to avoid biased results,
recommending a scale factor (GFOV/FOV) of 1.00
for accurate simulation environments.

“Analysis and processing of environmental
monitoring system”, Nurtai Albanbaib et al.,
2020.

This article addresses the challenge of monitoring the
climatic and ecological conditions of a region. The
authors propose using Lora WAN (Long Range Wide
Area Network) technology to construct scalable, low-
cost, and energy-efficient monitoring systems. The
experiment revealed patterns in the collected data,
including dependencies on the time of year, weather
conditions, and proximity to industrial facilities.

“Stock Market Prediction Using LSTM Recurrent
Neural Network”, Adil MOGHAR et al., 2020.

Investing in a set of assets has always been
challenging due to the unpredictable nature of
financial markets, which makes it difficult for simple
models to accurately predict future asset values.
Machine learning, which enables computers to
perform tasks typically requiring human intelligence,
is currently a dominant trend in scientific research.
This article aims to build a model using Recurrent
Neural Networks (RNN), specifically the Long
Short-Term Memory (LSTM) model, to predict
future stock market values. The main objective is to
evaluate the precision of a machine learning

algorithm in predicting stock values and to determine
how increasing the number of epochs can improve
the model's performance.

“Stock Price Prediction Using Machine Learning
and LSTM-Based Deep Learning Models”, Sidra
Mehta et al., erjmt,2022.

The prediction of stock prices has long been a crucial
area of research. While the efficient market
hypothesis posits that accurate stock price prediction
is impossible, there are propositions indicating that
appropriate modeling can achieve high accuracy.
This study proposes a hybrid modeling approach for
stock price prediction, utilizing both machine
learning and deep learning models. Using the NIFTY
50 index values from the National Stock Exchange
(NSE) of India (December 29, 2014, to July 31,
2020), we built eight regression models and four
LSTM-based regression models. Our results show
that the LSTM-based univariate model, using one-
week prior data to predict the next week's open value,
is the most accurate.

“Stock Market Prediction using Long Short-Term
Memory”, Stylianos Gavrie et al.,2022.

The Strategies of the stock market are widely
complex and rely on an enormous amount of data.
Hence, predicting stock prices has always been a
challenge for many researchers and investors. Much
research has been done, and many machine learning
techniques have been developed to solve complex
computational problems and improve predictive
capabilities without being explicitly programmed.

This research attempts to explore the capabilities of
Long Short-term Memory a type of Recurrent Neural
Networks in the prediction of future stock prices.
Long Short-Term Memory variations with single and
multiple feature models are created to predict the
value of S&P 500 based on the earnings per share and
price to earn.

“NSE Stock Market Prediction Using Deep-
Learning Models”, Hiransha Ma et al,
Elsevier,2020.

The neural network, one of the intelligent data mining
techniques that has been used by researchers in
various areas for the past 10 years. Prediction and
analysis of stock market data have got an important
role in today’s economy. The various algorithms used
for forecasting can be categorized into linear (AR,
MA, ARIMA, ARMA) and non-linear models
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(ARCH, GARCH, Neural Network). In this paper, we
are using four types of deep learning.

“Predicting Stock Market Trends Using Machine
Learning and Deep Learning Algorithms Via
Continuous and Binary Data; a Comparative
Analysis”, mojtaba Nabi pour et al.,2020.

This study aims to reduce the risk of stock market
trend prediction using machine learning and deep
learning algorithms, evaluating four stock groups
from the Tehran stock exchange. It compares nine
machine learning models and two deep learning
methods (RNN and LSTM) using ten years of
historical data. The results indicate that RNN and
LSTM significantly outperform other models with
continuous data, and while they remain the best with
binary data, the performance gap narrows due to
improved model performance.

“Stock Price Prediction Using Long Short-Term
Memory”, Raghav Nandakumar et al., IRJET,
2021.

Predicting stock market prices is challenging due to
their correlated nature, making conventional batch
processing inefficient. This study proposes an online
learning algorithm using Long Short-Term Memory
(LSTM) networks, adjusting weights for individual
data points with stochastic gradient descent. The
LSTM model, trained and evaluated on various data
sizes, demonstrates higher accuracy compared to
traditional Artificial Neural Networks (ANNS).

“Enhancing Stock Market Prediction Through
LSTM Modeling and Analysis”, Weihao Huang et
al., ICIDC 2023.

This research leverages Long Short-Term Memory
(LSTM) models to predict GOOGL stock prices
using historical data and six key indicators. Through
min-max normalization and time steps, the LSTM
model demonstrated superior predictive
performance, surpassing Xu and Cohen's model by
35.18% and K. Ullah and M. Qasim's model by
5.86%, showcasing its efficacy for informed stock
investment decisions.

“Stock price prediction using deep learning”,
Sirisha et al., [JCRT 2023.

The Stock market investment is complex and risky
due to constant price fluctuations. This paper
addresses the demand for accurate stock price
prediction, selecting the LSTM (Long Short-Term
Memory) neural network after comparing various
methods. By analyzing historical data, including

extreme maxima and minima, the LSTM model
effectively predicts stock price trends, aiding
investment decisions.

“Stock Price Trend Forecasting using Long Short-
Term Memory Recurrent Neural Networks”,
Mahdi Ismael Omar et al., [ISRCIET 2020.

This paper proposes using Long Short-Term Memory
(LSTM) deep learning to predict the next trading
session's closing price trend—uptrend, downtrend, or
sideways—based on historical stock data. An
automated trading system built with this classifier
was tested on American index stocks and
demonstrated superior performance compared to
buy-and-hold strategies and decision tree-based
methods.

“Stock values predictions using deep learning-
based hybrid models”, Konark Yadav et al.,
Willey, 2020. |

This paper introduces two deep learning models for
predicting stock prices in high-frequency financial
data. The first model uses Fast Recurrent Neural
Networks (Fast RNNs) for stock price predictions.
The second is a hybrid model combining Fast RNNs,
Convolutional Neural Networks, and Bi-Directional
LSTM to forecast abrupt stock price changes.

Tested on 1-minute interval data from four
companies, the models achieve low Root Mean
Squared Error (RMSE) and computational
complexity, outperforming Auto Regressive
Integrated Moving Average, Prophet, LSTM, and
other hybrid models in both accuracy and
computation time for live predictions.

“Forecasting Directional Movement of Stock
Prices using Deep Learning”, Deeksha Chandola
et al., springer ,2021.

Predicting stock market trends is challenging due to
its volatile nature. Deep learning, known for its
success in image and speech recognition, is
increasingly applied to stock market prediction due to
its ability to handle large datasets. This work
proposes a hybrid model combining Word2Vec and
Long Short-Term Memory (LSTM) algorithms to
enhance prediction accuracy by considering the
impact of mass media on stock prices and investor
behavior.

“Short-term stock market price trend prediction
using a comprehensive deep learning system”,
Jingyi Shen and M. Omair Shafq , Journal of big
data ,2020.
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In the era of big data, deep learning has become
crucial for predicting stock market trends. This study
proposes a comprehensive approach using two years
of Chinese stock market data, incorporating detailed
feature engineering and a customized deep learning
model. Our solution, which includes extensive data
pre-processing and  evaluation, significantly
outperforms traditional models and achieves high
prediction accuracy, contributing valuable insights to
both financial and technical research.

“Applying machine learning algorithms to predict
the stock price trend in the stock market”, Tran
Phuoc et al., humanities and social science
communication,2024.

This study aims to predict stock price trends in an
emerging economy using the Long Short-Term
Memory (LSTM) algorithm. Incorporating technical
indicators like SMA, MACD, and RSI, the model
achieved a high forecasting accuracy of 93% with
VN-Index and VN-30 stocks, demonstrating LSTM's
effectiveness in analyzing and predicting stock price
movements.

“Implementation of Long Short-Term Memory
and Gated  Recurrent  Units  on grouped
time-series data to predict stock prices
accurately”, Armin Law et al., Springer ,2022.

This paper proposes eight novel architectural models
for stock price forecasting by combining LSTM and
GRU algorithms with various neural network block
architectures. The models are evaluated using
accuracy measures such as Mean Absolute
Percentage Error (MAPE), Root Mean Squared
Percentage Error (RMSPE), and Rooted Mean
Dimensional Percentage Error (RMDPE). The
approach aims to improve prediction accuracy by
better capturing stock market movement patterns.

“SMP-DL: a novel stock market prediction
approach based on deep learning for effective
trend forecasting”, Warda M. Shaban et al.,
Neural computing and applications,2023.

This paper introduces a new stock market prediction
system, SMP-DL, which consists of two stages: data
preprocessing and stock price prediction. The
preprocessing stage involves handling missing
values, feature selection, and data normalization. In
the prediction stage, the system uses a combination
of Long Short-Term Memory (LSTM) and
Bidirectional Gated Recurrent Unit (BiGRU) models
to forecast stock prices. The proposed method
demonstrates strong performance with RMSE, MSE,

MAE, and R? values of 0.2883, 0.0831, 0.2099, and
0.9948, respectively, and performs well across
various datasets.

RESEARCH METHODOLOGY
Software Development Life Cycle (SDLC)

The Software Development Life Cycle (SDLC) is a
structured approach to software development that
provides a systematic process for planning, creating,
testing, deploying, and maintaining software
applications. By following the SDLC framework,
teams can ensure that software is developed with high
quality, within budget, and on schedule. The main
phases of the SDLC are as follows

1. Planning

Overview: This is the initial phase where project
goals are defined, and feasibility is assessed.
Stakeholders outline their needs, and a project charter
is created

. Identify project objectives
and scope.
. Conduct a feasibility study

(technical, operational, and financial).

. Establish a project team and
assign roles.

. Develop a preliminary project
timeline and budget.

2. Analysis

Overview: During this phase, detailed requirements
are gathered and analyzed to ensure that the software
meets user needs and expectations.

. Collect functional and non-functional
requirements  through stakeholder interviews,
surveys, and document analysis.

. Create use cases and user stories to capture
the requirements.

. Validate and prioritize requirements to
ensure alignment with project goals.

3. Design

Overview: The design phase focuses on creating the
architecture of the software application. This includes
both high-level design (HLD) and low-level design
(LLD).
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. Define system architecture, database
schema, and software components.

. Design user interfaces and user experiences.

. Create design
documentation for developers.

specifications and

4. Implementation

Overview: In the implementation phase, developers
write the actual code and build the software
application according to the design specifications.

. Develop software components using
programming languages and frameworks.

. Conduct unit testing to ensure individual
components work correctly.

. Integrate components to form a complete
system.

Planning

|

Analysis

|

Design

!

Implementation

I

Testing

I

Deployment

|

Maintenance

Figure: Software Development Life Cycle
(SDLC)

5. Testing

Overview: This phase involves verifying that the
software meets the specified requirements and
functions as intended. Various types of testing are
performed to identify defects and ensure quality.

. Perform functional testing, regression
testing, performance testing, and user acceptance
testing (UAT).

. Document and track defects, ensuring they
are resolved before deployment.

. Obtain user feedback and make necessary
adjustments.

6. Deployment

. Overview: Once testing is complete, the

software is deployed to the production environment,
making it available to end-users.

<> Prepare deployment plans and procedures.
<> Conduct user training and provide support
documentation.

<> Monitor the deployment for issues and

ensure a smooth transition to production.
7. Maintenance

Overview: The maintenance phase involves ongoing
support and updates to the software after it has been
deployed. This ensures the application remains
functional and relevant over time.

Address bugs and issues reported by users.

Implement enhancements and new features based on
user feedback and evolving requirements.

Conduct regular maintenance checks to ensure
system performance.

Assumption and dependencies
Assumptions

. The system assumes that users have a basic
understanding of stock market terminology and
principles.

. The accuracy of predictions relies on the
quality and availability of historical market data.

. The system will operate in environments
with reliable internet connectivity to access real-time
market data and cloud services.

. Users will have access to necessary
hardware that meets the system's requirements for
running the software efficiently.

Dependencies

. The system depends on third-party APIs for
fetching real-time stock market data.

. Machine learning algorithms require
libraries and frameworks (e.g., TensorFlow, scikit-
learn) for implementation.

. The system may rely on cloud services for
data storage and processing capabilities.
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. External data sources must provide
consistent and reliable information to ensure accurate
predictions.

Functional Requirements

. User Registration and Authentication: Users
must be able to create an account, log in, and manage
their profiles.

. Data Input: The system should allow users
to input historical stock data for analysis.

. Data Analysis: The system must provide
functionality to analyze historical data using machine
learning algorithms to generate predictions.

. Visualization: The system should include
tools for visualizing stock trends and prediction
results through graphs and charts.

. Alerts and Notifications: Users should
receive alerts for significant changes in predicted
stock prices.

. Reporting: The system must generate
detailed reports summarizing prediction performance
and investment recommendations.

Non-Functional Requirements
Security Requirements

. The system must ensure user data privacy
through encryption and secure authentication
methods.

. Access controls should be implemented to
restrict unauthorized access to sensitive information.

. The application must comply with relevant
data protection regulations (e.g., GDPR, CCPA).

Performance Requirements

. The system should process data inputs and
generate predictions within a specified time frame
(e.g., under 5 seconds).

. The application must support simultaneous
usage by multiple users without performance
degradation.

. The system should handle large datasets
efficiently, enabling smooth data processing and
retrieval.

Scalability Requirements

. The architecture must be designed to
support an increasing number of users and data

volume without significant changes to the system.

. The system should allow for horizontal
scaling, enabling the addition of more servers or
resources as needed.

Usability Requirements

. The user interface should be intuitive and
user-friendly, allowing users to navigate -easily
without extensive training.

. The system must provide help
documentation and tutorials to assist users in
understanding features and functionalities.

. The application should be accessible on
various devices, including desktops, tablets, and
smartphones.

System Requirements
Hardware Requirements:

o Minimum of 8 GB RAM and a
multi-core processor for optimal performance.

o Sufficient disk space for data
storage and processing, with recommendations based
on expected data volume.

Software Requirements:

o Operating  system:  Windows,
macOS, or Linux.
o Required libraries and frameworks

for machine learning, data visualization, and database
management.

o Web server (e.g., Apache, Nginx)
for hosting the application.

Database Requirements

. Database Type: The system should utilize a
relational database (e.g., PostgreSQL, MySQL) for
structured data storage.

. Data Model: The database must support
entities such as Users, Stocks, Historical Data,
Predictions, and Alerts.

. Data Integrity: The system should enforce
data integrity constraints to ensure the accuracy and
consistency of stored data.

. Backup and Recovery: Regular database
backups must be implemented, along with a recovery
plan to restore data in case of loss or corruption.

. Scalability: The database should support the
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ability to scale vertically and horizontally as data
volume increases.

Research Framework

Historical Stock Price Prediction Process

. Collecting reliable historical stock price
data.

. Preprocessing to remove duplicates and
outliers.

- Engineering additional features to capture

market trends.

. Splitting dataset into training and validation
sets.

] Designing Deep LSTM network
architecture with multiple layers.

. Training model with backpropagation and
early stopping.

. Evaluating model's performance on

validation set.

] Predicting future stock prices using trained
model.

Data Flow Diagram (DFD)

Level 0 DFD: Overview of the stock prediction
system.

User Stock Data Providers

Requests Prediction /Supplies Stock Data

‘ Stock Prediction System

Figure: Level 0 DFD
External Entities

. User: Interacts with the system to input data
and receive predictions.

. Stock Data Providers: Supply historical
stock data via APIs or files.

Main Process

. Stock Prediction System: The central
process that handles data ingestion, processing,
model training, and generating predictions.

Level 1 DFD:

Data flow between processes like ingestion,
preprocessing, training, and prediction.

‘ Data Preprocessing ‘

Receive Raw Data

| Handle Missing Values

Cleaned Data Processed Data

Normalize Data

Normalized Data

Encode Categorical Variables

Figure: Level 1 DFD
Processes

1. Data Ingestion: Collects stock data from
external sources.

2. Data  Preprocessing: Cleans  and
normalizes the ingested data.

3. Model Training: Trains the LSTM model
using the pre-processed data.

4. Prediction:  Generates stock  price
predictions based on the trained model.

5. Evaluation: Assesses the model's accuracy
and performance.

6. Visualization: Displays predictions and
trends for the user.

Level 2 DFD:

In-depth details of the processes.
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‘ User | | Stock Data Providers

Request Data [Supply Stock Data

v
Data Ingestion

Provide Raw Data
Data Preprocessing
end Clean Data
Display Results Model Training |

rained Model

Prediction |

Predictions

Evaluation |

Performance Metrics

Visualization

Figure: Level 2 DFD

ER Diagram
® Stock Data
o stock_id : INT User S —
o stock_name : VARCHAR ® ® Model
o date : DATE o user_id : INT

o model_id : INT
o model_type : VARCHAR
o parameters : VARCHAR

o usemame : VARCHAR
o password : VARCHAR
o role : VARCHAR

o open_price : FLOAT
o close_price : FLOAT
o high_price : FLOAT
o low_price : FLOAT

o volume : INT

® Prediction

o prediction_id : INT

o stock_id : INT

o predicted_price : FLOAT
o prediction_date : DATE

Figure: ER Diagram

Description of the Entities
1. Stock Data:

o Attributes: Includes information
about the stock such as its ID, name, historical prices,
and trading volume.

2. User:

o Attributes: Represents users of the
system, including their ID, username, password, and
role (e.g., analyst, administrator).

3. Prediction:

o Attributes: Contains details about
the predictions made by the model, including the
predicted price, the date of prediction, and a reference

to the stock being predicted.
4. Model:

o Attributes: Describes the
predictive models used, including their types and
parameters.

Relationships

. Predicts: A relationship indicating that a
stock can have multiple predictions.

. Makes: A relationship showing that a user
can make multiple predictions.

. Uses: A relationship indicating that a model
can be used for making predictions

Class Diagram

Classes like Stock Data, LSTM Model,
Processor, and Prediction Engine.

Data

© Model

o model_id: int
o model_type: String
o parameters: String

o trainModel(data: List<StockData=):
e evaluateModel(): float

void

1
¥ uses
1

© StockData

o stock_id: int

o stock_name: String
o date: Date

o open_price: float

o close_price: float

o high_price: float

o low_price: float

o volume: int

1 e getHistoricalData(): List<StockData>
1

© User

o user_id: int
o username: String

o password: String
o role: String

@ login(): boolean
e logout(): void

A creates ¥ generates

@ Prediction

o prediction_id: int

o stock_id: int

o predicted_price: float
o prediction_date: Date

e generatePrediction(): void

Figure: Class Diagram
Description of the Classes
Stock Data

Attributes: Represents the stock data with properties
like stock id, stock name, trading prices, and
volume.

Methods: getHistoricalData(): Retrieves historical
stock data.

User:

Attributes: Contains user information such as
user_id, username, password, and role.

Methods:
] login(): Authenticates the user.
. logout(): Logs out the user.

¥ produces
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Prediction:

Attributes: Holds the details of the predictions made,

including prediction_id, stock id, and
predicted price.

Methods:

. generate Prediction(): Generates a prediction

based on the model.
Model:

Attributes: Represents the predictive model with its
type and parameters.

Methods:

. trainModel(data): Trains the model with
historical data.

] evaluateModel(): Evaluates the model's
performance.

Relationships

. Generates: A stock can generate multiple
predictions.

. Creates: A user can create multiple
predictions.

. Produces: A model can produce multiple
predictions.

. Uses: A model uses stock data for training

and prediction.

Use Case Diagram

StockMarketPrediction

( View Prediction Results D

i -.::'".Generate Stock Price Prediction."::.-

@) | = -
.—-'"-__'_{

™ \“"—ﬁx_,_ -

User,

" View Historical Stock Data

O _ [
(Ma nage Stock Dati_'_‘)

A't;min\ I
\

' ‘Manage Users_-"_":‘-

Figure: Use Case Diagram

Activity Diagram

Step-by-step flow of stock data from collection to

prediction.

|' Collect Stock Data \

P 2

| Data Ingestion |

Y= Data Format valid? >
e ~\ - ~
| Clean Data | | ReportError |
| Mormalize Data |

e

- ~
| Split Data into Training and Test Sets |

./7#7\.
| Train LSTM Model |
PR 2,
| Generate Predictions |

T

-~ ~
| Evaluate Model Performance |

s"f<Mm:lel Performance Acceutame?ﬁ

| Visualize Prediction Results |

I ™
| Adjust Hyperparameters |

¥ ] 2

£ N re ™,
| Display Graphs and Trends | | Retrain Model |
. A . A

|

é

Figure: Activity Diagram

RESULTS AND DISCUSSION
Data Preparation and Model Training

The dataset used for the model consists of historical
stock prices for the following companies:
MUNDRAPORT, ADANIPORTS,
ASIANPAINT, UTIBANK, AXISBANK, BAJAJ-
AUTO, BAJAJFINSY, and BAJAUTOFIN. The
features included in the dataset are Prev Close, Open,
High, Low, Last, Close, and Volume.

Dl

Yt 0eierdle  Siodk

Symbol Series C:: Open Hgh low Lt Cose VWAP Vohme  Toover Trades

Figure: Data Preparation and Model Training
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The data was normalized using MinMaxScaler to
scale all features between 0 and 1, ensuring that each
feature contributes equally to the model training. A
sequence length of 60 days was used, meaning the
model considers the past 60 days of stock data to
predict the next day's closing price.

2. Model Architecture

The LSTM architecture used for stock price
prediction consists of:

. Two LSTM layers with 50 units each to
capture temporal dependencies and trends in the data.

. Dropout layers with a rate of 0.2 to prevent
overfitting, ensuring the model generalizes well to
unseen data.

. Dense output layer to predict the closing
price of the stock.

The model was trained on 80% of the data, and 20%
was set aside for testing. The optimizer used was

Adam, and the loss function was Mean Squared Error
(MSE).

Figure: Model Architecture
3. Evaluation on Test Data

The model's performance was evaluated using the test
set for each stock. The predicted closing prices were
compared to the actual closing prices, and the results
were stored for each stock symbol.

= MUNDRAPORT

Epoch 18/18
25/25

Figure: Evaluation on Test Data
For example:

. MUNDRAPORT Stock: The model
achieved a reasonable accuracy in predicting the
trends, with the predicted closing prices closely

following the actual price patterns over time.

° ADANIPORTS Stock: The model showed
strong predictive power, with minimal deviation from
actual stock movements.

. ASIANPAINT  Stock: The model
successfully captured the upward trend in stock price,
although there were some minor discrepancies in
sharp price movements.

Each of the stock symbols tested provided valuable
insights into how the LSTM model can capture trends
in the stock market, though performance varied
slightly across different stocks.

4. Results
The results for each stock are stored as follows:

. Actual vs. Predicted Close Price: For each
stock (e.g., MUNDRAPORT, ADANIPORTS), a
plot of the actual and predicted closing prices was
generated. The blue line represents the actual closing
price, while the red line represents the predicted
price.

o For MUNDRAPORT, the
predicted prices closely followed the actual prices for
most of the test set, demonstrating the model's ability
to capture general trends.

o BAJAJFINSYV, however, showed
some volatility in predictions, indicating the model
may struggle during periods of sharp market
fluctuations.

. Predictions in CSV Format: A CSV file
for each stock was generated, containing the actual
and predicted closing prices. This file provides a
detailed comparison and can be used for further error
analysis.

MUNDRAPORT

" ADANIFORTS Stock Prce Predition

— Kl CosngPree
— Presiee Cosng rce

Graph: Adani ports stock price predictionN
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Actual Close

39901703.896501966
40962551.16445605
41284833.87877122
40452270.20012371

41613830.816301286

41519831.691292696
40895408 932 06

39968846.128650956

1
2
3
4
5
6
7
8
9

40197129.717957534
39196710.45893753

Predicted Close
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37983994.25980884
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38312198.02374983
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38460223.24668962
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Figure: Actual vs. Predicted Close Price
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Graph: Asian paint stock price prediction

Actual Close

1800917.9918438334
1796301.797055384
1789146.695133287

1804380.1379351704

1820075.2002158985

1816382.24438561389

1828268.9459653962

1805649.56915019938

Predicted Clos

1846302.819994405

1860765.215507567

1852554.681356832

1864006.677830696
1874905.025510892

1887048.480810657

1889192.02037569!

1897891.085107028

BAJAJ-AUTO:

16 BAJA-AUTO Stock Price Pradiction

Graph: BAJAJ-AUTO Stock Price Prediction

Actual Close
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Predicted Close

5135372.1767823
5123754.183453
5124807.914343297
5127024.7159594
5113637.451508164
5097821.317013621
5086545.07424360
5069124.16891205
5019459.74467515
4986600.32672995
4967386.52038466
4964523.342339516
4968435.165700674
4986152.79623621
5013897.65261834

5054322.37013721

Figure: Actual vs. Predicted Close Price

5. Limitations

° Market

Volatility:

Stock prices are

1786492.383129929
1777375.3984227M1
1779452.6860775435
1752217.1368256692
1731213.4505382467

1905600.360680505
1904896.858530938!

1897847.567094350

1888861.00102236!

1873804.43777531

Figure: Actual vs. Predicted Close Price

influenced by numerous external factors such as
economic events, market news, and global crises. The
model, which relies on historical data, might not be
able to predict stock price movements during
unexpected market conditions.

. Model Generalization: The model
performs well on stock symbols with consistent
trends, such as AXISBANK and BAJAJ-AUTO, but
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might struggle with stocks that experience more
volatility or irregular movements, such as
MUNDRAPORT during certain market conditions.

6. Future Work

. Incorporating Additional Data: For better
prediction accuracy, additional features like market
sentiment, global news, or technical indicators (e.g.,
moving averages) could be included to help capture
external market influences.

. Model Improvements: Future work could
involve experimenting with different model
architectures (e.g., adding more LSTM layers, or
using GRU instead of LSTM) or ensemble methods,
such as combining LSTM predictions with other
machine learning models like Random Forests, to
increase robustness and predictive power.

CONCLUSION

The project focuses on developing a robust
framework using advanced machine learning and
deep learning techniques for various applications,
including predictive maintenance and real estate
valuation. The system uses algorithms like ANN,
CNN, Random Forest, and Polynomial Regression,
handling diverse data types and providing accurate
predictions. User-friendly interfaces and quality
attributes enhance effectiveness. Challenges include
computational intensity, data dependency, and
interpretability issues. The project represents a
significant step forward in data-driven insights and
operational efficiencies.
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