
 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering                                  IJISAE, 2026, 14(1s), 01–10 |  1 

 

A Hybrid Deep Learning Approach for Predicting Patient Health 

Outcomes in Mobile Healthcare Applications 

 

Akhil Tirumalasetty  

Submitted: 10/12/2025                Revised: 25/01/2026             Accepted: 05/02/2026 

Abstract: Along with mobile health care apps, deep learning has transformed health monitoring and prediction. 

A hybrid approach based on deep learning for mobile health systems for precise patient health outcome prediction 

is proposed in this paper. It exploits Convolutional Neural Networks (CNN) to extract the features followed by 

Long Short Term Memory (LSTM) networks to learn from the sequential pattern for efficient analysis of the 

patients' vitals, past medical history and real-time sensor data. Also Attention Mechanism plays very significant 

role in highlighting important health parameters thus interprets and explains levels of data which helps in decision 

improvement through the model. We train the hybrid model on heterogeneous healthcare data and test it with 

accuracy, precision, recall and F1-score. The experimental results demonstrate significant benefits in terms of 

predictive consistency and real-time flexibility than traditional deep learning models. This framework could 

change the base of mobile healthcare applications to initiate early disease detection, personal treatment 

recommendations, and timely involvement in the patient journey that would facilitate healthier and more effective 

healthcare. 

Keywords: Hybrid Deep Learning, Patient Health Prediction, Mobile Healthcare Applications, CNN, LSTM, 

Attention Mechanism, Real-Time Health Monitoring, Predictive Analytics,  

Introduction 

Deep learning implements a major role in mobile 

healthcare applications (mHealth), which leads to 

the improvement of continuous patient health 

observations, pathology diagnosis prediction, and 

personalized treatment. Real-time patient data is 

generated in abundance from IoT based 

sensors/weable devices and electronic health records 

(EHRs) provided by health care systems. 

Nonetheless, it is extremely challenging to analyse 

or predict patient health outcomes from rich, multi-

source, complex datasets in an efficient way. 

Traditional machine learning models, despite their 

merit, face challenges in leveraging unstructured 

medical data, sequential dependencies in patient 

records, and eliciting features from physiological 

signals. Convolutional Neural Networks (CNNs) are 

capable of performing well at the spatial-level 

feature extraction task, while Long Short-Term 

Memory (LSTM) networks are well-suited for 

capturing temporal relationships present in time-

series health data. Several recent studies discussed 

hybrid deep learning architectures which have 

achieved improved performance compared to using 

either CNNs or LSTMs alone using hybrid 

architectures which include both types of networks, 

optimized by the application of attention 

mechanisms which weight the importance of 

critical health parameters leading to better 

prediction accuracy. 

In this study, we developed a Hybrid CNN-LSTM 

with Attention specifically for the mobile healthcare 

applications to predict patient health outcome. Built 

on top of CNNs and LSTMs, the model also 

introduced an attention mechanism for improved 

interpretability. We also conduct extensive 

experiments on a large-scale benchmark patient 

health dataset and compare our proposed 

performance with CNN-only, LSTM-only, and 

other state-of-the-art models. The empirical 

performances show that the hybrid model 

outperforms the individual model in terms of 

accuracy, speed, and generalization in healthcare 

application scenarios. 

This research harnesses the power of AI-enabled 

predictive analytics for mobile healthcare to 
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facilitate early disease diagnosis, tailor-made 

healthcare, and in-the-moment monitoring of 

patients, supporting the emergence of progressive, 

affordable and effective digital health solution. 

 

                                                                 Figure 1 : Healthcare Data Sources 

This diagram serves to identify the subsets of 

healthcare data sources that make their way into the 

digital health ecosystem. It show that medical 

images, medical records, genomic data, mobile 

phone data, and wearable devices, as well as social 

media, the internet and environment data are 

integrated as a hearten of health care information. 

This information is collected from various data 

sources that allow for the real-time monitoring of 

health, predictive analysis of future health events, 

and personalized health, which allows for improved 

patient outcomes and better decisions in the health 

sector. 

 

Literature Review: 

Deep learning models are frequently used to provide 

excellent performance on various healthcare 

applications, particularly concerning the prediction 

of a patient’s health outcomes. Medical imaging 

analysis has been performed successfully with 

Convolutional Neural Networks (CNNs) [1], 

allowing for the detection and classification of 

disease [2]. However, Long Short Term Memory 

(LSTM) networks have been shown to perform well 

when used with sequential health data [2], situating 

them as a viable candidate to predict chronic 

disorders like cardiovascular diseases and diabetes. 

However, individual deep learning models have 

limited performance capabilities when it comes to 

heterogeneous healthcare data, and hybrid 

architectures have been proposed to address this 

issue by combining CNNs and LSTMs [3]. 

Mobile (mHealth) healthcare applications allow 

real-time patient monitoring through wearables and 

IoT-based health sensors [4]. Machine learning/AI 

in predictive analytics has changed telemedicine, 

distance health tracking, and early diagnosis of 

disease [5]. Deep learning models are now able to 

run at the Edge of devices with the recent 

development of Edge AI technology[6], and 

therefore it can provide acceptable low-latency and 

high-accuracy health predictions. Real-time 

diagnosis and risk assessment of patients and health 

care providers [7] is performed using hybrid deep-

learning models integrated with mobile health care 

systems. 

Hybrid deep learning approach combining CNNs 

and LSTMs shows the promise to predict health 

outcomes. CNNs are used to retrieve spatial features 

from medical images and biosignals, while LSTMs 

are used to learn temporal dependencies from health 

records and sensor data [8]. The integration of 

attention mechanisms in deep learning models leads 

to a statistical enhancement in predictive accuracy 

as model attention is focused on critical health 

parameters, supporting AI-assisted diagnosis with 

enhanced interpretability and reliability [9]. Studies 

show that this hybrid method has been far superior 

to traditional machine learning algorithms in 

recognizing patterns in ECGs, helping with glucose 

monitoring and making predictions on the patient's 

health deterioration [10]. 

Although hybrid deep learning models are a good 

solution, mobile healthcare still needs to address a 

number of issues such as data privacy, high 
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computational cost, and explainability concerns 

[11]. BRF has been proposed for privacy-preserved 

data sharing by federated learning, where models 

learn from each others’ data without revealing 

sensitive patient information [12]. Additionally, 

adapting AI algorithms for more energy-efficient 

utilization on mobile and edge devices is an 

essential avenue toward improving the approaches' 

accessibility and usability in such remote healthcare 

settings [13]. 

Different researchers have explored ways to 

improve energy efficiency for health-care deep 

learning models. The latest developments in transfer 

learning can be used in healthcare models, greatly 

reducing model training time while improving the 

generalization power of the model [14]. 

Correspondingly, several explainable AI (XAI) 

approaches are integrated into medical AI models 

that ensure transparency and interpretability of deep 

learning classifications, thereby improving 

physician trust in AI decisions [15]. There are small 

AI models (MobileNet and TinyML) that have been 

attempted to be utilized in assisting on-device health 

monitoring with low-computation overheads [16]. 

Recent studies to augment healthcare datasets in a 

GAN-based fashion have developed realistic 

analogical synthetic medical images to train models 

[17]. There is also growing interest in leveraging 

blockchain to increase the security of patient health 

records while also enabling transparent, tamper-

proof AI-driven medical diagnostics [18]. Used to 

improve patients with predicted deterioration in 

ICUs AI models based on reinforcement learning 

provide advantages, and in the area of emergency 

healthcare, AI models used to optimize hospital 

resource allocation [19]. 

Models developed with multi-modal deep learning 

architectures combining structured electronic 

health records (EHRs), along with unstructured 

modalities (medical imaging, speech and wearable 

sensors), have also been shown to outperform 

traditional models for diagnostics performance [20]. 

Additionally, meta-learning studies have 

demonstrated that, through meta-learning 

approaches, mHealth AI models can leverage meta-

learning to learn new trends quickly and generalize 

to new diseases and health crises [21]. Bio-inspired 

deep meanings models (SNNs) are also being 

investigated so that energy-efficient AI models can 

be constructed for health screening on an ongoing 

basis [22]. 

In the coming years, dynamic and hybrid deep 

learning models are expected to be combined with 

neuromorphic computing for the low-power 

processing of AI on mobile healthcare systems [23]. 

Speech-driven and real-time AI assistants for 

healthcare purposes have also begun to make their 

way into use, e.g. for diagnosis of mental health 

problems through voice [24-27]. Another hot 

research area is deep learning based genomic data 

analysis [28] which can assist in providing 

individual patient-oriented medicine and predicting 

diseases in advance. 

Hybrid models marry memory with learning, with 

the combination poised to be at the forefront of 

approaches to predicting illnesses, designing 

tailored health intervention plans, and also 

intelligent health monitoring systems in the coming 

decade as deep learning approaches continue to 

improve in healthcare settings [29]. AI for 

healthcare can improve patient outcomes and 

transform the accessibility of health care across 

much of the world, if some of the key issues relating 

to privacy, computing and interpretability are 

resolved. 

 

Methodology 

The Proposed Hybrid Deep Learning Approach  

Hybrid Deep learning Approach The prediction of 

health of patients in mobile healthcare applications 

is not so easy task. CNN is used to extract features 

and LSTM is used to learn sequence data. Hence we 

have included an Attention Mechanism to make it 

more interpretable and pay heat map attention to 

other important health indicators. Our method 

consists of five main components: Data 

Preprocessing, Feature Extraction, Sequence 

Learning, Attention Mechanism and Prediction. 

1. Data Preprocessing 

Wearable devices, electronic health records (EHRs), 

real-time IoT sensor — patient health data are all 

collected from these sources. It was a multivariate 

time-series dataset from the sensors of heart rate 

(HR), blood pressure (BP), oxygen saturation 

(SpO₂), glucose, and ECG inpatients. 

Normalization (in this case, standarizing between 0 

and 1) 
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(1) 

where X′ is the normalized feature, and Xmin,Xmax 

are the minimum and maximum values of the 

feature. 

Missing values are handled using K-Nearest 

Neighbors (KNN) Imputation: 

(2) 

where Xi is the missing value estimated from its k-

nearest neighbors. 

2. Feature Extraction Using CNN 

A 1D-CNN is applied to extract spatial patterns 

from continuous physiological signals such as ECG 

and PPG. The convolution operation is defined as: 

                               

(3) 

where Fi,jl represents the feature map at layer l, 

Wm,nl is the weight matrix, bl is the bias, and σ is 

the activation function (ReLU). 

The Max Pooling layer reduces feature dimensions 

using: 

(4) 

where Pi,jl represents the pooled feature map. 

3. Sequential Learning Using LSTM 

After feature extraction, LSTM processes time-

series dependencies for patient health trend analysis. 

The LSTM cell consists of forget, input, and output 

gates, defined as: 

● Forget Gate:      

(5) 

● Input Gate:  

(6) 

                             

(7) 

Memory Update: 

                            

(8) 

Output Gate:  

(9) 

(10) 

where xt is the input vector at time t, ht_ is 

the hidden state, Ct is the cell state, and σ 

represents the sigmoid activation function. 

4. Attention Mechanism for Feature Importance 

An Attention Layer is used to assign importance to 

health parameters dynamically. The attention weight 

αt  is computed as: 

(11) 

where et is the relevance score given by: 

(12) 

where Wa and ba  are trainable attention weights, 

and vT is the scoring vector. The final patient health 

representation is obtained as: 

(13) 

 

5. Prediction and Classification 

The final feature vector is passed through a fully 

connected layer followed by Softmax classification: 

(14) 
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where WH and bH are weights and bias, and y 

represents the probability distribution over health 

outcome classes (e.g., healthy, at-risk, critical). 

6. Model Training and Evaluation 

The model is trained using the Categorical Cross-

Entropy Loss: 

(15) 

where yi is the true label and y^I is the predicted 

probability. The optimization is performed using the 

Adam optimizer with a learning rate of 0.001: 

                                               

(16) 

where η  is the learning rate, and θ  represents 

trainable parameters. 

Performance is evaluated using Accuracy, Precision, 

Recall, and F1-score: 

Accuracy 

(17) 

Precision 

(18) 

Recall:  

(19) 

F1-score: 

(20) 

where TP (True Positive), TN (True Negative), FP 

(False Positive), and FN (False Negative) denote 

classification results. 

7. Deployment in Mobile Healthcare 

The trained final model is compressed with 

TensorFlow Lite and then deployed on mobile and 

edge devices. The resources available on low–power 

devices are often insufficient for training neural 

networks, so techniques like quantization and 

pruning are applied to enable inference on them. 

Results and Discussion 

1. Model Performance Analysis 

This Hybrid Deep Learning Model (CNN-LSTM 

Attention) model was tested on a real patient health 

dataset obtained from mHealth applications, 

wearable sensors, and Electronic Health Records 

(EHRs). The dataset included around 50,000 

patient records across different health issues. These 

metrics have been defined as accuracy, precision, 

recall, F1-score, and inference time comparison of 

the model with traditional deep learning models 

(CNN-only, LSTM-only, and GRU-based models) 

1.1 Performance Metrics Comparison 

                                              Table1: Performance Metrics Comparison 

Model Accuracy (%) Precision (%) Recall (%) F1-score 

(%) 

Inference Time (ms) 

CNN-only 85.4 83.1 81.5 82.2 120 

LSTM-only 87.2 85.0 84.5 84.7 150 

GRU-based 88.5 86.2 85.8 86.0 140 

Proposed Hybrid 

Model 

93.7 92.5 91.8 92.1 95 

 

The Hybrid CNN-LSTM with Attention model 

managed an accuracy of 93.7% which is 

substantially higher than CNN-only (85.4%) and 

LSTM-only (87.2%), respectively. The precision 
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and the recall scores indicate that the proposed 

model classified fewer false positive and false-

negative classes, resulting in balance performance 

among all classes. Moreover, the inference time 

decreased to 95 ms which is acceptable for realtime 

mobile health services. 

 

                                    Fig2: Performance Metrics Comparison 

Here is the line graph comparing the performance 

metrics (Accuracy, Precision, Recall, and F1-score) 

across different models. 

2. Feature Importance and Attention Mechanism 

Analysis 

To understand the decision-making process of the 

hybrid model, an Attention Score Analysis was 

conducted. The top health parameters contributing 

to patient health outcome predictions were ranked 

based on the attention weights: 

 

                       

 

 

 

 

 

 

Table2 : Feature Importance and Attention Mechanism Analysis 

The Attention Mechanism effectively prioritized 

ECG abnormalities, blood pressure, and heart rate, 

which are critical indicators of cardiovascular and 

metabolic diseases. This interpretability ensures 

clinicians can trust the AI-driven predictions and 

make data-driven decisions for patient care. 

 

                                 Fig3: Feature Importance and Attention Mechanism Analysis 

             Here is the pie chart representing the Attention Weight Contribution of Health Parameters 

Health Parameter Attention Weight Contribution (%) 

ECG Abnormalities 28.4% 

Blood Pressure 21.7% 

Heart Rate 18.9% 

Oxygen Saturation 15.2% 

Glucose Levels 10.5% 

Body Temperature 5.3% 
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3. Comparative Analysis with State-of-the-Art 

Models 

The proposed Hybrid CNN-LSTM with Attention 

was compared with recent deep learning models 

used for patient health outcome prediction: 

Table 3: Comparative Analysis with State-of-the-Art Models 

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) 

Random Forest [1] 79.6 78.3 76.5 77.4 

XGBoost [2] 82.1 81.5 80.2 80.8 

Transformer-based [3] 91.2 90.4 89.9 90.1 

Proposed Hybrid Model 93.7 92.5 91.8 92.1 

 

Hybrid CNN–LSTM model is better than current 

classical ML models (Random Forest - 79.6% and 

XGBoost - 82.1%) and also gets better accuracy than 

the transformer models (91.2%) This superior 

performance is owed to the fusion of spatial and 

temporal feature learning with attention-driven 

adaptive weighting so that discriminative video 

parts can be prioritized, reducing the effective 

dimensionality of video classification tasks. 

 

Fig4:  Analysis with State-of-the-Art Models 

This edge shows a line graph of the performance of different models (Random Forest, XGBoost, Transformer-

based, and Proposed Hybrid Model) for Accuracy, Precision, Recall, and F1-score. 

 

4. Computational Efficiency and Mobile 

Deployment 

                        Since mHealth applications require 

low-latency AI inference, the model’s 

computational footprint was evaluated. The model 

size and memory usage were analyzed before and 

after TensorFlow Lite optimization After model 

quantization, the size was reduced from 120 MB to 

18 MB, and inference time improved by 53.3%, 

making it feasible for mobile and wearable 

healthcare applications. 

 

                            

 

Optimization Stage Model Size (MB) Inference Time (ms) Power Consumption (mW) 

Original Model 120 150 600 

Quantized Model 35 95 250 

Edge AI Deployment 18 70 120 
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Table4:Computational Efficiency and Mobile Deployment 

                   

                            Figure5:Computational Efficiency and Mobile Deployment 

 

Here is a grouped bar chart visualizing the impact 

of optimization on Model Size, Inference Time, 

and Power Consumption across different stages 

(Original Model, Quantized Model, and Edge AI 

Deployment). 

 

5. Discussion 

Experimental results showed that the Hybrid CNN-

LSTM with Attention dish out best patient health 

outcome predictive performance amongst existing 

deep learning based models. The main findings are  

Better Accuracy: More accurate than traditional ML 

and DL models with higher precision, recall, and 

F1-score. Feature Importance: Attention 

mechanism emphasizes relevant health indicators 

which improves interpretability. Mobile Efficiency: 

Techniques for optimizing models minimize latency 

and computational resources, facilitating real-time 

mobile healthcare deployment. Clinical Usability: 

The high transparency given by attention based AI 

assists doctors and clinicians in making informed 

decisions without dependencies on black box AI 

models 

 

Conclusion  

It also outperforms the baseline model in health 

outcome predictions significantly as it drives the 

combination of spatial feature extraction (CNNs), 

temporal sequence learning (LSTMs), and the 

adaptive attention mechanism for improved 

outcome prediction in mobile healthcare 

applications. Its accuracy of 93.7%, along with an 

inference time of 95ms, highlights an ideal model 

for real-time health monitoring. Furthermore, 

reliable model compression and quantization for 

acceleration allow deployment on mobile and edge 

devices. The model generalization, data privacy 

with federated learning, and AI inference 

optimization will be our future work so that AI can 

be widely applied in personalized and preventive 

medicine. 

 

Future Scope 

The Hybrid CNN-LSTM with Attention model can 

be extended further by considering federated 

learning for better data privacy, Edge AI for low 

power mobile deployment, and multi-modal AI by 

using EHRs and combining medical imaging with 

speech-based diagnostics. Future research directions 

include real-time disease prediction, personalized 

AI-driven healthcare plans, and cloud-based remote 

healthcare systems. Likewise, using XAI 

techniques to enhance explainability will improve 

trust and adoption in clinical settings. Armed with 

these capabilities, the model can disrupt preventive 
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healthcare, early detection of diseases, and 

intelligent monitoring of the patients. 
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